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1. Introduction and Summary

There is a fundamental relation between the capacity of a set and energy inte-
grals of probability measures supported on that set. If the capacity is small the
energy integral will be large; in particular sets of capacity zero cannot support prob-
ability measures of �nite energy. Here we develop similar ideas relating capacity to
Carleson measures. We show that if a set has small capacity then any probability
measure supported on it must have large Carleson embedding constant. In par-
ticular sets of capacity zero are exactly the simultaneous null set for all nontrivial
Carleson measures.
Functions having limited smoothness often exhibit attractive or convenient be-

havior at most points, the exceptional set being of capacity zero; that is, the good
behavior holds quasi-everywhere, henceforth q:e:. Using the relationship between
capacity and Carleson measures such a conclusion can be reformulated by saying
the function exhibits the good behavior ��a:e: for every Carleson measure �: This
can be useful because sometimes it is relatively easy, even tautological, to establish
that a property holds � � a:e:: We will use this viewpoint to give a new approach
to results related to boundary behavior of holomorphic and harmonic functions.
The dyadic Dirichlet space is a Hilbert space of functions on a dyadic tree. In

many ways that space models the classical Dirichlet space, the space of holomorphic
functions, f; on the unit disk D for which

R
D jf

0j2 < 1: In Sections 3 and 4 we
present background material on the dyadic Dirichlet space and the associated theory
of Carleson measures. In Section 5 we present our new results on Carleson measures
for the dyadic Dirichlet space. Those include the use of Carleson measures to
measure capacity and a direct proof of the equivalence of the measure theoretic
and capacity theoretic criteria for a Carleson embedding.
In Section 6 we show how those results can be used to study boundary behavior

and exceptional sets. Roughly, the idea is to work with the tree geometry to
construct a majorant of the variation of the function being studied. If this majorant
is in a discrete function space, X; then the boundary set on which the majorant is
in�nite must be a null set for every X�Carleson measure. We then appeal to results
of Section 4 to recast this as a statement about the capacity of the exceptional set.
The discrete case is a model case in which the proofs are relatively straight-

forward and the geometric issues we wish to highlight are particularly clear; and
in this paper we will focus almost exclusively on that model case. However the
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ideas we present are very general and we believe they can be extended to the study
of smooth functions whenever there is control of local oscillation. The details of
extending these techniques to classes of smooth functions, and to function spaces
that are not Hilbert spaces, requires some further ideas and technical machinery.
In Section 7 we brie�y discuss the types of extensions we have in mind and our
approach to them; however we postpone a detailed presentation of that work to a
later paper [ARSp].

2. Embedding Maps

2.1. Capacity Conditions. Here we record some results which go back to classic
work by Maz�ya. For proofs and references we refer to [AH] and [AE].
For a function f de�ned on R2 we de�ne its Riesz potential of order one by

I1f = (��)�1=2 f: We de�ne the associated (p = 2) capacity of a compact E � R2
by

Cap(E) = Cap1;2(E)

= inf

�Z
R2
g2dx : I1g � 1 on E; g � 0; g 2 L2

�
R2
��

� inf

�Z
R2
jruj2 dx : u � 1 on E; u 2 C10

�
:

(Below we will tacitly assume all sets discussed are capacitable.) The basic trace
theorem in this context is:

Theorem 1. Suppose ! is a nonnegative Borel measure on R2. The following are
equivalent:

(1) There is a constant C so that 8u 2 C10
kukL2(d!) � C krukL2(dx) :

(2) There is a constant C so that 8f 2 L2 (dx)
kI1fkL2(d!) � C kfkL2(dx) :

(3) There is a constant C so that for all compact E � R2

!(E) � C Cap (E) :

There are similar results for functions de�ned in regions of R2 and for spaces of
holomorphic functions. In particular we recall the result of Stegenga [St] for D; the
Dirichlet space of holomorphic functions on the unit disk D;

D =
�
f 2 Hol (D) : kfk2D = jf(0)j

2
+

Z
D
jf 0j2 dV <1

�
:

Recall that functions in D have boundary values a:e: on T:
For any z 2 D we de�ne the associated interval Iz in T; the boundary of D; to be

the interval with center z= jzj and length 2(1� jzj): For any open set O contained
in T we de�ne the tent over O; T (O) by

T (O) = fz 2 D : Iz � Og :
For such an O we de�ne its D�capacity by

CapD(O) = inf
n
kfk2D : Re f � 1 on O

o
:
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In particular, for an interval I � T we have the estimate

CapD(I) �
1

jlog jIjj :

Theorem 2. [St] The following are equivalent for a positive measure ! supported
on D :

(1) There is a constant C so that 8f 2 D
(2.1) kfkL2(d!) � C kfkD :

(2) There is a constant C so that for any open O � T
(2.2) !(T (O)) � C CapD(O):

2.2. Testing conditions. One approach to results such as the previous two is to
�nd a good collection of testing functions and evaluate the desired inequality, for
instance (2.1), on those functions. The inequalities obtained are of course necessary
in order to have (2.1) hold for all functions and, in the favorable cases, those
conditions are also su¢ cient.
A famous example where this approach succeeds is the following. Let H2 be the

Hardy space, the subspace of L2 (T; d�) consisting of functions, f; whose negative
Fourier coe¢ cients vanish. Such a function, f , extends to a holomorphic function
in D which we also denote by f:

Theorem 3. (Carleson) The following are equivalent for a positive measure !
supported on D :

(1) There is a constant C so that 8f 2 H2 (T)

(2.3) kfkL2(d!) � C kfkL2(T;d�)
(2) There is a constant C so that for any open interval I � T

(2.4) !(T (I)) � C jIj :

H2 is a Hilbert space with reproducing kernels; the functions kz(ei�) = (1 �
�zei�)�1 are the kernel functions. Testing (2.3) on kz gives the estimate (2.4) for the
interval Iz:

A digression on terminology: The issues in the previous theorems
are certainly similar to each other in spirit. However the questions
arose in di¤erent contexts and are discussed using di¤erent words.
The result in Theorem 1 is referred to as a trace theorem. On the
other hand the measures in Theorem 3 are referred to as Carleson
measures (for the Hardy space) and the results in Theorems 2 and
3 are described as characterizing the Carleson measures for the
respective spaces.
(Actually there is a lack of consensus on terminology here. Some

call a measure a "Carleson measure" if it satis�es a measure the-
oretic condition in the style of (2.4); the measure of a region of
simple shape is controlled by a function of the size of that region.
Other people use the name to denote measures for which conclu-
sions such as (2.1) and (2.3) hold; there is a continuous embedding
of the space being studied into a Lebesgue space associated with
the measure. We use the second style and call the measures of
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Theorem 2 Carleson measures. Also we call the embeddings whose
continuity is insured by (2.1) or (2.3) Carleson embeddings and re-
fer to the norms of those embeddings as the embedding constants
of the measures or as the Carleson measure norms of the measures.)

Although the testing philosophy is a guide to the correct conjecture in this case,
that is not always so. Similar ideas for the space D would lead to speculation that
it was su¢ cient to have (2.1) for all intervals I; rather than all open sets. However
that is not the correct answer and Stegenga provides the appropriate examples. Yet
there is a slightly more sophisticated testing scheme which can be used e¤ectively
to study Carleson measures on the Dirichlet space. The idea, which goes back to
work by Kerman and Sawyer [KS], is to test the embedding operator and also test
its adjoint.
One main theme of this paper is the relationship between results such as The-

orems 1 and 2 formulated in terms of capacity and the more measure theoretic
results suggested by the testing scheme just described.
For more about capacity in general, and in particular the fact that set functionals

which appear to be quite di¤erent can be used to measure capacity, we refer to [AH],
[AE], [V], and [KV].

3. The Dyadic Dirichlet Space

We will work with functions on the dyadic tree T which we now de�ne. T is a
rooted, directed, loopless graph. It contains a root vertex, o; which is connected by
two edges to vertices or and ol (its right and left children). Every other element
� is connected to three vertices; one, its parent, ��; is on the path connecting �
to o; the other two are its children, �r and �l. For �; � 2 T we denote by [�; �]
the set of vertices on the geodesic path from � to �. We let d(�; �) denote the
length of that path, d(�; �) = j[�; �]j � 1; and we will abbreviate d(o; �) to d(�):
For �; � 2 T we write � � � if � 2 [o; �] and we de�ne the successor set of � to be
S(�) = f� : � � �g
We will work with several operators de�ned on functions on T: For f a function

on T we de�ne functions Df; If; and I�f by

Df(�) =

�
f(o) if � = o

f(�)� f(�+) otherwise,

If(�) =
X


2[0;�]

f(
);

I�f(�) =
X


2S(�)

f(
):

We have ID = DI = Id; the identity operator, and I� is the adjoint of I with
respect to the inner product on l2 (T ) :
We envision T as a subset of D with o at the origin and with the 2n vertices in

f� : d(�) = ng located at equally spaced points on the circle centered at the origin
and of radius 1� 2�n: With this in mind we de�ne the dyadic Dirichlet space, Dd;
to be the space of functions F on T for which

kFk2Dd
= jF (o)j2 +

X
T
jDF j2 <1:
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Informally we think of T as sitting in D and of holomorphic functions F 2 D
as being modeled by their restrictions to T . Oversimplifying a bit we have these
restriction are in Dd and there is an informal correspondence between the operatorsR z
0
and (1 � jzj2) ddz acting on holomorphic functions and the operators I and D

operating on functions on the tree. This point of view is developed in detail in [Ar],
[AR], [ARS1], and [ARS2].
In this context we will associate to any measure, �; de�ned on D a measure �T

which is de�ned on T by setting �T (�) equal to the � measure of the set of z 2 D
which are hyperbolically closer to � (thought of as sitting in D) than to any other
point of T (with any convenient choice in cases of ties).
We will also be interested in functions and measures de�ned on the (abstract)

boundary of T , @T; which we now introduce. A point of @T is an equivalence
class of geodesics in T each in�nite in one direction. The geodesics � and �0 are
equivalent exactly if their symmetric di¤erence, (� [ �0) n (� \ �0) ; is �nite. A
convenient representative for a class is the unique geodesic in the class starting
at the root. For each � 2 T let @S(�) be the set of � in @T with the property
that every representative geodesic for � intersects S(�). The topology of @T is
de�ned by declaring the sets @S(�) to be a basis for the open neighborhoods. We
set T = T [ @T . Note that any representative geodesic � for a point of @T; when
viewed as a subset of D; is a sequence that converges to a point of T: Hence when
we think of T as a subset of D it is also convenient to think of @T as identi�ed with
T with its usual topology. This lets us identify open intervals of T with open sets
@T: Using this identi�cation we will regard measures de�ned on T as also de�ned
on @T and vice versa. (The pairing of @T with T has a countable set of ambiguous
points, but these cause no di¢ culty in the discussion which follows.) Finally, if a
function F on T has a limit along a geodesic � then we extend it by continuity to
the corresponding point of @T: In particular if f has �nite support then If extends
to the entire boundary.
We de�ne capacity for subsets E of T by

(3.1) CapT (E) = inffk'k2`2 : I'jE � 1g:

Alternatively, there is a straightforward variation which we will use later

(3.2) CapT (E) = inffkI��k2`2 : � a positive measure on E; II��jE � 1g:

The quantity kI��k2`2 is sometimes called the energy integral of � and denoted
E(�):

4. Carleson Measures for Dd and D

Here is the characterization of Carleson measures for Dd and D from [ARS1]
which complements Stegenga�s description of Carleson measures for the Dirichlet
space. (Actually the �nal statement of the theorem, a capacitary condition in the
style of Stegenga, is not in [ARS1] but can be included, for instance, by virtue of
Theorem 7 below.)
We will also be interested in the radial variation of functions in D and we now

introduce a function which measures that. For f in D we de�ne

V (f)(rei�) =

Z r

0

��f 0(tei�)�� dt:



6 N. ARCOZZI, ROCHBERG, AND SAWYER

Theorem 4. Let � be a positive Borel measure on D. Then, the following conditions
are equivalent:

(1) � is a Carleson measure for D; i.e. (2.1) holds:
(2) � satis�es a Carleson inequality for the radial variation. There is a constant

C so that 8f 2 D Z
D
jV (f)(z)j2d� � Ckfk2D:

(3) �T is a Carleson measure for Dd: There is a constant C so that 8f 2 Dd

(4.1)
X
�2T

jF (�)j2 �T (�) � C kFk2Dd
:

(4) �T satis�es the tree condition. There is a constant C so that 8� 2 T
(4.2) I�(I��T )

2(�) � CI��T (�) <1:
(5) �T satis�es a tree capacity condition. There is a constant C so that for all

sets E = [j@S(xj) in @T ,

(4.3) �T

�
[jS(xj)

�
� C CapT ([j@S(xj)):

The condition (4.1) states that the "integration map" I is bounded from l2(T )
into l2(T; �T ):We could analyze that condition by testing it on simple functions as
follows. Pick � 2 T and set f = d(�)�1�(o:�]: If (4.1) holds then we �nd

(I��T )(�) = �(S(�)) � kIfk2l2(T;�)
� C kIfk2Dd

= d(�)�1:

The condition obtained, d(�)�(S(�)) � C; is equivalent to the condition (4.3)
restricted to the case where fxjg has only one element. As was true in Stegenga�s
theorem that condition is necessary for the boundedness of I but not su¢ cient.
However if I is bounded then so is its adjoint, I�, mapping l2(T; �T ) to l

2(T ):
Condition (4.2) tests the boundedness of I� on the functions �S(�); (4.2) is a slightly
weakened version of the statement that


I��S(�)




l2(T )
� C




�S(�)



l2(T;�T )

:

Let � be a positive, Borel measure on T . We denote the best constant in the
testing condition (4.2) by k�kCM(T );

(4.4) k�kCM(T ) = sup
�2T

I�(I��)2(�)

I��(�)
:

By the previous theorem this quantity is comparable to the norm of the Carleson
embedding on Dd:

5. Capacity and Carleson Measures on Trees.

5.1. Computing Capacity Using Carleson Measures. The ordinary de�nition
of capacity for a subset E of T is that in (3.1). We now give an alternative way
of computing capacity for subsets of T using Carleson measures. To minimize the
notational burden we give the proof below for E � @T which is the case of primary
interest. The extension to the general case is straightforward.
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Theorem 5. Let E � T be compact. Then,

(5.1) CapT (E) = sup
Supp (�)�E

�(E)

k�kCM(T )
:

Before proceeding with the proof we note that the quantities which appear in
the de�nition k�kCM(T ) are in fact related to quantities which show up in the study
of capacity: From the de�nitions we have that I�� (�) = �(S(�)). If we multiply
out the square in I�(I��)2 (�) we �nd the comparable quantity

I�(I��)2 (�) �
X

�;�0��
d(�; � ^ �0)�(�)�(�0):

Thus, completely informally, the ratio in (4.2) is comparing the mass of the measure
��S(�) to a type of energy integral of the same measure.

Proof. We start with inequality [�]. For �xed � 2 T we denote by �T� = �S(�) the
subtree of �T having root � and we add a subscript � to the corresponding tree
objects: Cap� is the capacity of subsets of �T�, E� is the energy in �T�, !� is the
extremal measure in the de�nition of capacity, and so on. Let E� = E \ �T�. The
extremal measure !� and the function '� = I��! satisfy

(5.2) Cap�(E�) = !�(E�) = E�(!�) = k'�k2L2( �T�):

We claim that !� is a rescaling of the extremal measure for E in �T , !, restricted
to E�:

(5.3) !� =
!jE�

1� II�!(��1) :

Here, ��1 is the predecessor of � in T . In fact, !� minimizes E�(�) over all
measures � such that I�I���(�) � 1 on E� (with the possible exception of a set
having null-capacity). On the other hand, we claim that !jE� minimizes E�(�)
among all measures � on E� such that I�I���(�) � 1� II�!(��1) p:p: on E�.
Suppose this is not the case. Then there exists a measure � on E� such that

I�I
�
��(�) � 1� II�!(��1) for p:p: � 2 E� and

E�(�) =
X
T�

(I��)2 <
X
T�

(I�!)2 = E�(!jE�):

Consider the functions I�! in �T and I��� = I�� in �T�. De�ne a new function  on
T :

 (x) =

(
I��(x) if x 2 T�;
I�!(x) if x 2 T n T�:

We have
I (�) � 1 q:e: on E;

hence k k2L2 � Cap(E). On the other hand,

k k2L2 = E�(�) + [E(!)� E�(!)] < E(!) = Cap(E);

and we have reached a contradiction.
The measure

� =
!jE�

1� II�!(��1) ;
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then, minimizes E�(�) over the set of the measures � such that II��(�) � 1 for
p:p: � in E�, hence � = !�. The claim is proved.
By the homogeneity of the energy,

E�(!jE�) = (1� II�!(��1))2E�(!�)
= (1� II�!(��1))2!�(E�)
= (1� II�!(��1))!(E�):

As a consequence,

(5.4)

P
x��(I

�!)p
0
�1�p

0

I�!
=
E�(!jE�)
!(E�)

= (1� V (!)(��1))p
0�1 � 1;

with equality if and only if � = o (we set the default value II�!(o�1) = 0). Hence,
k!kCM = 1 and

Cap(E) = !(E) =
!(E)

k!kCM
:

We now prove [�]. By de�nition of k � kCM ; E(�) � k�kCM�(E) for all measures
�. Then,

�(E)

k�kCM
� �(E)�

E(�)
�(E)

� = �(E)2

E(�) � Cap(E);

as wished. �

Corollary 1. E has capacity zero if and only if it is a null set for all Carleson
measures.

5.2. On a Question of Maz�ya. Conditions 4 and 5 of Theorem 4 are, by that
theorem, equivalent to each other. Some time ago Prof. Maz�ya asked if we could
give a direct proof of that equivalence, one not relying on the fact that both con-
ditions characterize the same class of Carleson measures. We do that now. In our
proof we will use the fact that if a measure satis�es condition 4 then so does any
smaller positive measure. That fact follows from knowing that condition 4 charac-
terizes a class of Carleson measures. However, in the spirit of this section, we also
give a proof of that fact which is relatively elementary and which does not involve
the theory of Carleson measures. We begin with the monotonicity.
For a measure � on T , let �� = (I��)2.

Theorem 6. Let � be a measure on T and let � be a measurable function on T ,
0 � � � 1. If I��� � I�� on T , then I���� � 2 � I�(��).

Corollary 2. If � � � and �; � are measures on T , then k�kCM(T ) � 2k�kCM(T ).

Proof. By rescaling, it su¢ ces to verify the conclusion at the root. We use a simple
argument based on distribution functions. Let

M��(�) = max
o�y��

I�(��)(y)

I��(y)
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be the discrete maximal function we used in [ARS3]. If necessary, we can extend
the de�nition to � 2 @T in the obvious way. Then,

I����(o) =
X
�2T

�
I�(��)(�)

I��(�)

�2
(I��(�))

2

�
X
�2T

[M��(�)]
2
��(�)

= 2

Z 1

0

t��(� 2 T :M��(�) > t)dt:

Now, f� 2 T : M��(�) > tg = [S(�j) is the disjoint union in T (by the de�nition
of the maximal function, we do not need to consider the closure of S(�j) in T ).
Then,

t��(� 2 T : M��(�) > t) =
X
j

t��(S(�j))

�
X
j

tI��(�j)

�
X
j

I�(��)(�j)

� I�(��)(o):

Inserting this estimate in the previous one, we have

I����(o) � 2 � I���(o):

�

We now give a direct proof that the tree condition is equivalent to the capaci-
tary condition, Theorem 7 below. That the capacitary condition implies the tree
condition was noted in [KS] and earlier as Theorem 4 in [Ad]. We proceed to the
opposite implication. We need an estimate for measures supported in T .

Lemma 1. We have

CapT (S(E)) � 4CapT (E);

for E = [@S(�j), where S(E) = [S(�j).

Note that CapT (S(E)) = CapT (f�jg). Obviously, CapT (S(E)) � CapT (E).

Proof. Let ' be the extremal function for CapT (E):

I'(�) = 1 on E; CapT (E) =
X

'2:

We show that it is near extremal for S(E).
The function ' can be recovered from the equilibrium measure, ' = I��, and �

is clearly constant on each @S(�j): there is �j > 0 such that

' = �j2
�d(�) 8� 2 S(�j):
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Now, for all � 2 @S(�j),
1� I'(�j) = I'(�)� I'(�)

=
X

�2[�j ;�]

'(�)

= �j
X
[�j ;�]

2�d(�)

= �j2
�d(�j)'(�j):

Hence, 1 � '(�j) = I'(�j). Note that ', the extremal function, is monotone
increasing with respect to the partial ordering in T , thus '(�j) � 1=d(�j). Hence,

I'(�j) � 1� 1=d(�j) � 1=2:
This means that 2' is an admissible function for E:

CapT (S(E)) � 4CapT (E):
�

Theorem 7. Let � be a positive, Borel measure on T . Then � satis�es

(5.5) sup
�2T

I�[I��]2(�)

I��(�)
� C1(�):

if and only if � satis�es, for all sets E = [j@S(�j) in @T ,

(5.6) �
�
[jS(�j)

�
� C2(�) CapT ([j@S(�j)):

Moreover, C2(�) � C1(�).

Proof. Suppose that � satis�es (5.5) with C1(�) = 1. Recall that S(E) = [S(�j).
Then, �E = �j

S(E)
� � satis�es k�EkCM(T ) � 2 by Theorem 6. Hence,

CapT (S(E)) = sup
sup(�)�S(E)

�(S(E))

k�kCM(T )

� �(S(E))

k�EkCM(T )

� �(S(E))

2
:

i.e., �(S(E)) � 2CapT (S(E)) � 8CapT (E); by Lemma 1. As mentioned, the
opposite inequality is already known. �

6. Boundary Behavior and Exceptional Sets

In this section we give a number of results about boundary behavior and ex-
ceptional sets for the dyadic Dirichlet space. In several cases we show that certain
behavior occurs with an exceptional set that is a null set for a class of Carleson
measures. Then by Corollary 1, or a variation of that corollary, we conclude that
the possible exceptional set has capacity zero.
The results we present now are discrete analogs of established results about

boundary convergence of smooth functions and about the associated exceptional
sets. The literature on those problems is extensive. We o¤er [A], [AC], [Ca], [DB],
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[GP], [Ki], [M], [NRS], [NS], [Tw], and [W] as recent representatives as well as
places where the reader can get more information. In particular the versions of our
next few results for harmonic functions are in [Tw]. A main theme here is to show
that when appropriate oscillation estimates are available then there is a uni�ed
approach to such results. In particular this approach highlights the basic geometry
of the tree model, or, what is roughly the same thing, the geometry of a Whitney
covering of the domain.

6.1. Boundary Values. It is not clear at �rst glance that functions in Dd must
have boundary values on a large subset of @T: We now establish that with an
argument whose basic form is at the core of the later discussions. For each positive
integer n let �n be the characteristic function of the set f� 2 T : d(�) � ng : Given
F 2 Dd, set, for each n

F �n = I(jDF j � �n):
It is immediate that the sequence of functions fF �ng is increasing in n; that each
function extends by continuity to all of @T; and that each function is in Dd and
has norm at most kFk : By monotonicity the extended limit limF �n = F � is de�ned
everywhere. It then follows using Fatou�s lemma that jF �j2 has �nite integral with
respect to any Carleson measure � for Dd. Hence F � is �nite �� a:e:: With F � in
hand as a majorant for the variation of F along each geodesic it is easy to see that
F also has boundary limits � � a:e: Hence, by Corollary 1, F has �nite boundary
limits q:e:

6.2. Beurling�s Theorem. The prototypical result in this area is Beurling�s theo-
rem that any f 2 D has radial boundary values q:e: He did this by showing that the
boundary values of the radial variation, V (f)(eit) were �nite q:e: and noting that
at such points f must have radial boundary values. In fact the argument in the
previous paragraph is essentially a complete proof of a discrete analog of Beurling�s
theorem. For F 2 Dd we measure its radial variation by VT (F )(�) = I(jDF j)(�):

Theorem 8 (Discrete Beurling�s Theorem). For F 2 Dd,

CapT (f� 2 @T : VT (F )(�) = +1g) = 0:

Hence
CapT (f� 2 @T : lim

�2�
F (�) does not existg) = 0:

Proof. Start with F 2 Dd: Hence DF 2 l2(T ); and hence jDF j 2 l2(T ); and thus
VT (F ) 2 Dd : This insures that the set on which VT (F ) = 1 is a null set for any
Dd Carleson measure and hence, by Corollary 1, has vanishing capacity. Finally,
one easily checks that if VT (F )(�) <1 then lim�2� F (�) exists. �

6.3. Algebraic Approach Regions. We continue to focus on Dd and now con-
sider boundary limits through more general approach regions. For any subset S � T
we de�ne the boundary limit through S of a function F de�ned on T by

lim
S
F (�) = lim

�2S
d(�)!1

F (�):

At the level of metaphor, convergence along the geodesics � � T is similar to both
radial convergence in the disk and to non-tangential convergence through a narrow
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wedge with apex at the boundary point corresponding to �: The analog of non-
tangential convergence with wider wedges is obtained by also including points that
are at most a �xed distance, k; from �: For � 2 T; n 2 N let

f�+ ng = f(� 2 T : � � �; d(�; �) = n)g
and we de�ne

�1(k) =
[
�2�

f�+ kg :

Theorem 9. Fix k � 1: For F 2 Dd; F has �1(k) limits q:e:; that is

CapT (f� 2 @T : lim
�1(k)

F (�) does not existg) = 0:

Proof. For F 2 Dd we de�ne DF (1) by

DF (1)(�) = jDF (�)j+
X

�2f�+kg

jDF (�)j :

Because DF 2 l2(T ) we also have DF (1) 2 l2(T ); the reason is that each value
jDF (�)j shows up as part of DF (1)(�) and as part of at most one other DF (1)(�0):
Hence G = I(DF (1)) 2 Dd and thus G has boundary values q:e: Suppose now that
� is a geodesic representing a point in the boundary at which G has boundary limit
G(�): We claim that it follows that F has a boundary limit through the approach
region �1(k): We are assuming

(6.1) lim
�
G(�)�G(�) = 0;

Now pick � in � and let �; �0 be two points of �1(k) which are further from the
root than �: Let ��k be the direct ancestor of � of order k: Now we have that��F (�)� F (�0)�� � jF (�)� F (�)j+

��F (�)� F (�0)��
�

X

2[�;�]

jDF (
)j+
X


2[�;�0]

jDF (
0)j

� 4
�
G(�)�G(��k)

�
:(6.2)

To see this last inequality we concentrate on the �rst sum. The geodesic segment
[�; �] has two regions, the �rst consisting of 
�s in �; the second part consisting
of the 
0�s not in �: In the �rst case jDF (
)j � DG(
): In the second case set
�(
0) = 
0�k; the ancestor of 
0 of order k: We have �(
0) 2 [��k; �] and thus
jDF (
0)j � DG(�(
0)): Thus the sum of the jDF j along [�; �] is dominated by
twice the sum of the DG along [��k; �]: Finally, because G is increasing we get
(6.2). Furthermore (6.1) insures that the right hand side of (6.2) will tend to zero
as � tends to the boundary; and hence F has the desired limit through �1(k): �

We now consider larger regions. Fix an integer k and set

�2(k) =
[
�2�

f�+ kd(�)g :

We will consider limits over the sets �2(k): To do this we start with F and construct
a majorant for its variation. De�ne

DF (2)(�) = jDF (�)j+
k�1X
j=0

max fjDF (�)j : � 2 f�+ kd(�) + jgg
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If F 2 Dd then DF 2 l2(T ):We now claim that DF (2) 2 l2(T ): Each DF (2)(�) is a
sum of k+1 terms taken from the square summable sequence fDF (�)g so we only
need show that there is an upper bound on how many times an individual element
of that latter sequence is used in this construction. However, in fact, no term is
used more than twice. The term jDF (�)j does appear in DF (2)(�). The only other
time that term can be used as a summand is in DF (2)(�) for the unique � which
satis�es the two conditions � 2 [o; �] and (k + 1) d(�) � d(�) < (k + 2) d(�): This
observation together with an application of the Cauchy-Schwarz inequality to the
sum used in de�ning DF (2)(�) shows that DF (2) 2 l2(T ):
Aminor modi�cation of the argument we used before now shows that F converges

along �2(k): The only required change is where before we backed up from � to an
��k now we have to back up from � to �0 2 [o; �] with (k + 1) d(�0) > d(�):

Theorem 10. Fix k � 1: For F 2 Dd; F has �2(k) limits q:e:; that is

CapT (f� 2 @T : lim
�2(k)

F (�) does not existg) = 0:

Again at the level of metaphor we can describe the geometry of the regions which
correspond to these types of approach. We give the description in the upper half
plane with the positive imaginary axis as the geodesic of interest. The geodesic
convergence in the tree corresponds to convergence in the Stoltz region y > jxj :
The thickened geodesics �1(k) correspond to the wider, but still non-tangential,
approach regions y > 2�k jxj : The regions �2(k) correspond to regions which are
tangent to the boundary with the tangency being of �nite order; roughly, �2(k)
corresponds to the region y > jxjk+1 : Results on tangential convergence and the
size of the associated exceptional sets go back to Kinney [Ki] and more general
versions are in [Tw].

6.4. Beyond Algebraic Approach Regions. The previous result can be ex-
tended to regions which are tangent of in�nite order to the boundary but at a cost;
the convergence will be quasi-everywhere but now quasi-everywhere with respect to
a di¤erent capacity. The capacities will be those associated with the spaces Dd;",
the Hilbert space of F functions on T for which

(6.3) kFk2Dd;"
= jF (o)j2 +

X
T
jDF (�)j2 2�"d(�) <1:

The approach regions of interest are these. For 0 < " � 1 and � a geodesic in T
which de�nes an element of @T we set

�3(") =
[
�2�

n
�+

h
2"d(�)

io
:

(Hereafter we will regard the nearest integer brackets as implicit and will not write
them.)
We begin by a straightforward modi�cation of the argument which gave Theorem

10. We start with F 2 Dd and construct a majorant for its variation. De�ne

(6.4) DF (3)(�) = jDF (�)j+
j=2�2"d(�)X
j=2"d(�)

max fjDF (�)j : � 2 f�+ jgg

If F 2 Dd then DF 2 l2(T ); but now it need not hold that DF (3) 2 l2(T ): For each
� let f�(�)jg be the vertices of T which appear on the right hand side of (6.4);
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that is, � and the selected elements where max jDF (�)j is attained. Thus

DF (3)(�) =
X
j

jDF (�(�)j)j :

Hence ���DF (3)(�)���2 � (
X
j

jDF (�(�)j)j2) � (number of j�s)

� C2"d(�)(
X
j

jDF (�(�)j)j2).

Hence the sequence of numbers
n
2�"d(�)

��DF (3)(�)��2o is summable because, again,
no vertex shows up as a �(�)j more than a few times. Thus DF (3) 2 l2(T; 2�"d(�)):
We now use the same arguments as before. Set G = I(DF (3)); G will have �nite
radial limits along every geodesic � with the possible exception of a set which is
a null set for every Carleson measure for the space Dd;": Also as in the previous
proof, any boundary point � at which I(DF (3))(�) <1 will be a boundary point
where we have good convergence of F ; in this case the good convergence meaning
convergence over �3("):
The description of the Carleson measures for these spaces is given in [AR]. Here

is the description for 0 < " < 1:

Theorem 11. Suppose 0 < " � 1: Let � be a positive Borel measure on T . Then,
the following are equivalent:

(1) � is a Carleson measure for Dd;"; i.e. there is a constant C so that 8f 2
Dd;"

(6.5)
X
�2T

jF (�)j2 �(�) � C kFk2Dd;"
:

(2) � satis�es the "�tree condition. There is a constant C so that 8� 2 T

(6.6) I�
h
(I��)2(�)2"d(�)

i
(�) � CI��(�):

Hence we have

Theorem 12. Fix "; 0 < " < 1: For F 2 Dd; F has �3(") limits for all � 2 @T
with the possible exception of a set which is a null set for every measure � which
satis�es the condition (6.6).

In this case the approach regions have in�nite order tangency, in fact subexpo-
nential contact. The Euclidean analogs of these regions shaped like the part of the
upper halfplane where y > exp(� jxj�"):
Finally if a variant of Theorem 5 is available in this context the result can be

reformulated as q:e: convergence with respect to the appropriate capacity. In fact
such a theorem does holds; its statement and proof are similar to the " = 0 case
considered earlier; details will be in [ARSp]

6.5. The Result of Nagel, Rudin, and Shapiro. It is a result of Nagel, Rudin,
and Shapiro [NRS] that, with a possible exceptional set of Lebesgue measure zero,
functions in the Dirichlet space approach their radial boundary values through
approach regions of full exponential contact; that is, with the shape of the set
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y > exp(� jxj�1). Further work in that direction is in [NS], [DB], and [Tw]. It
would be interesting to know if an analogous result holds for Dd and we leave that
as a question.
The proof just given shows that any F 2 Dd has limits along regions �3(1) with

an exceptional set that is a null set for all the measures which satisfy (6.6) with
" = 1: However the full boundary is, in fact, such a set. The quickest way to see
that is to note G = Ig with g(a) = d(�)�1 has boundary values identically +1:
We could consider the subspace of Dd;1 consisting of martingales; the Carleson
measures for that subspace have null sets which are exactly the sets of Lebesgue,
for that see [AR]. However it is not clear how to use that result in this context.
One di¤erence between the two cases is that the proofs for harmonic functions

make systematic use of the reconstruction of the interior values of functions from
the boundary values; in contrast the values of an F 2 Dd on T are not determined
by the boundary values.

6.6. Boundary Convergence for a BMO�type Space. The Carleson measures
for D are the positive measures on the disk which satisfy the equivalent conditions
of Theorem 4. There is an interesting subspace X of D consisting of those f 2 D
which generate Carleson measures in the following sense:

X =
n
f 2 D : jf 0(z)j2 dxdy is a Carleson measure for D

o
:

The discrete analog is

Xd=
n
F 2 Dd : �F = jDF j

2 is a Carleson measure for Dd
o
:

As discussed brie�y in [AR], the space X has a relation to D similar to the relation
the space BMO has to the Hardy space H2: In fact one of the characterizations
of functions in BMO is that f 2 BMO if and only if jf 0(z)j2 (1 � jzj2)dxdy is a
Carleson measure for the Hardy space. The functions in BMO are both smaller
than and smoother than generic functions in H2: Similarly functions X are smaller
than generic functions in D. Speci�cally if f 2 D then for some small "f it holds
that exp("f jf j2) has integrable boundary values; however f 2 X insures that the
boundary values of exp (exp("f jf j)) are integrable. Similar results also hold for the
model spaces on trees, for all this see [LL]. Here we obtain a di¤erent result, but
one in the same spirit, the functions in Xd have nicer properties than the generic
elements of Dd:
For comparison recall that Theorem 8 states that

(6.7) 8F 2 Dd lim
�2�

F (�) =
X
�2�

DF (�) exists for quasi-every �:

Suppose now that F 2 Xd is �xed �(�) = �F (�) = jDF (�)j2 : Recall that the
tree condition for � is that there is a C so that for all �

I�(I��)2(�) � CI��(�):

Theorem 13. Suppose � is a Carleson measure Dd thenX
�2�

�(S(�)) <1 for quasi-every �:
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Equivalently Z
log+

1

jz � ei�jd� (z) <1 for quasi-every �:

In particular, if F 2 Xd thenX
�2�

(I�(DF )
2
)(�) <1 for quasi-every �:

Proof. The argument proving Theorem 8 applies to Ih for any square summable
function h de�ned on T:The tree condition evaluated at the origin insures that
h(�) = I��(�) = �(S(�)) is such a sequence. That gives the �rst statement.
The second follows from the �rst by estimating how often each value �(�) occurs
in the sum. By writing out all the terms in (I�(DF )2)(�) and then discarding
those corresponding to vertices not on � we obtain a weaker, but more transparent,
corollary. �

Corollary 3. If F 2 Xd thenX
�2�

d(�)jDF j2(�) <1 for quasi-every �:

These results describe radial convergence and, as with the results for functions
in D; they can be extended to larger convergence regions for both

lim
�
II�(jDF j2)(�)and

lim
w

Z
log+

1

j1� �wzjd� (z) :

7. Possible Extensions

Here we brie�y and very informally discuss how some of these ideas will be taken
further in [ARSp].

7.1. Other Function Spaces on Trees. Various function spaces on T have been
studied both on their own and as discrete models for spaces of smooth functions
such as Besov spaces. This view is developed among other places in [Ar], [AR],
[ARS1], [ARS2] where in addition to l2(T ) study is also made of various weighted
lp(T ) spaces. The arguments of the previous sections adapt directly to show that
such functions converge to boundary values through various approach regions with
exceptional sets that are null sets for classes of Carleson measures. One way to get
further insight is to develop geometric characterizations of the relevant classes of
Carleson measures. For the spaces mentioned that is done in the earlier work by
the authors. To go to results involving capacity we need a result such as Corollary
1. For the function space described in (6.3) the proof we gave in the case � = 0
continues to work with straightforward changes. However for p 6= 2; for instance
for the dyadic Besov spaces of [AR], one needs to work with the nonlinear potential
theory appropriate for lp spaces and the arguments are more complicated. That
work will be presented in [ARSp]
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7.2. Holomorphic, Harmonic, and other Smooth Functions. Results such
as those we described for model spaces such as Dd can be used to obtain results for
spaces of smooth functions. Suppose for instance that we want to derive a version
of Beurling�s theorem [Beu].

Theorem 14 (Beurling, 1940). For all f 2 D
CapD(feit : lim

r
f(rei�) fails to exist) = 0:

First select and �x f 2 D: Also select R so large that the hyperbolic disks of
radius R centered at points of the tree, fD(�;R) : � 2 Tg is a cover for D and so
that for all � 2 T we have f��; �r; �lg � D(�;R): For each � 2 T we measure the
local oscillation of f by

Osc(�) = Osc(�; f) = sup fjf(z)� f(z0)j : z; z0 2 D(�:R)g :
Straightforward considerations of the geometry of the placement of T in D show
that the disks fD(�; 5R) : � 2 Tg ; have the property that there is an M so that
no point is in more than M disks. This insures that fOsc(�)g 2 l2(T ) because
function theoretic estimates yield

Osc(�)2 � C

Z
D(�;5R)

jf 0j2dxdy:

The �nite overlap of the disks and the de�nition D insures that the integrals on the
right can be summed.
Theorem 8 then insures that lim� I�Osc(�) is �nite except for a set of � of

DT capacity zero. This insures that f has a limit along the path connecting the
vertices in � and that in turn is enough to insure that f also has a limit along the
radius which terminates at the point of the circle corresponding to the boundary
element determined by �:
This outline gives convergence o¤ of an exceptional set is of DT capacity zero

rather than D capacity zero. We hope to return to the general question of the
relationship between null sets for discrete capacities and for continuous capacities.
In this particular case however, the capacities associated with DT and with D; the
two collections of null sets are known to agree, as is shown by Benjamini and Peres
[BP].
A limitation of the proof we outlined is that it established the existence of bound-

ary limits rather than �niteness of the variation functional V (f)(ei�): However that
was just for convenience of presentation. A slightly more elaborate de�nition of
oscillation together with a similar argument, but using the fact that functions in
DT have nontangential limits, would establish the variation result.
We would like to emphasize that large parts of the previous argument do not

involve holomorphy at all. If one has local oscillation estimates and knows that the
oscillation numbers live in a space X, for instance X could be a weighted lp(T );
then the argument shows that limits exist along � with an exceptional set of � that
is a null set for all the Carleson measures for X: So, for instance, these arguments
can certainly be used with harmonic functions or holomorphic functions of several
variables. Also, there are other, rather di¤erent types of function spaces such
as A�harmonic functions and monotone Sobolev functions where such oscillation
estimates are available; see for instance [KMV], [MV]. These types of variations
have not been explored
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7.3. Final Questions. One of the themes in the study of boundary value results
for, say, harmonic functions is consideration of whether the description of the excep-
tional sets is sharp. That is also a natural question in this context but we haven�t
considered it. We conclude by mentioning two areas where we do not know if the
approach we have been describing can be used but the possibility is intriguing.
First, the study of radial variation for bounded holomorphic (or harmonic,

p�harmonic, etc.) functions on the unit disk (or ball, tree, etc.) is a very ac-
tive research area. The indications so far are that the results there are deeper than
and di¤erent from the results for, for instance, general Hardy or Besov spaces. The
paper [CFPR] includes some general discussion of the area and references.
Second, although we considered various types of approach regions for boundary

convergence, they were all of the same sort, a geodesic � with a symmetrical en-
veloping shell which, in the Euclidean sense, narrowed as the region approached
the boundary. These are all versions of having boundary limits along a collection
of paths, the geometry of the envelope controlling the type of paths. However one
can also consider convergence to boundary values through a collection of sets which
is (in some appropriate sense approximately) translation invariant and contains no
paths. This theme has a long history, recently it shows up in the alternative ap-
proach to the results of Nagel, Rudin, and Shapiro given by Nagel and Stein [NS].
In this more general context it also makes sense to look for descriptions of approach
regions that are optimal in various senses. These topics are treated fully by DiBiasi
in [DB]. Particularly interesting to us is that a substantial part of the work there
proceeds through analysis on model spaces de�ned on dyadic trees.
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