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Abstract

In this seminar we introduce the theory of differential forms in Carnot groups that is

basically due to M. Rumin, providing several examples in particular situations. The aim

of this presentation is prepare a Part II where these results will be applied, as in a joint

paper with Annalisa Baldi, Nicoletta Tchou and Maria Carla Tesi, to prove a compensated

compactness theorem in Carnot groups, with applications to homogenization of elliptic

equations.
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In this seminar we introduce the theory of differential forms in Carnot groups that is

basically due to M. Rumin, providing several examples in particular situations. The aim of

this presentation is prepare a Part II where these results will be applied, as in a joint paper

with Annalisa Baldi, Nicoletta Tchou and Maria Carla Tesi ([1]), to prove a compensated

compactness theorem in Carnot groups, with applications to homogenization of elliptic

equations.

To fix our notations, let us remind some definition. For more exhaustive presentations,

we refer to [2], [6], [7]. A Carnot group G of step κ is a connected, simply connected Lie

group whose Lie algebra g admits a step κ stratification, i.e. there exist linear subspaces

V1, ..., Vκ such that

(1) g = V1 ⊕ ...⊕ Vκ, [V1, Vi] = Vi+1, Vκ 6= {0}, Vi = {0} if i > κ,

where [V1, Vi] is the subspace of g generated by the commutators [X, Y ] with X ∈ V1 and

Y ∈ Vi. Let mi = dim(Vi), for i = 1, . . . , κ and hi = m1 + · · · + mi with h0 = 0 and,

clearly, hκ = n. Choose a basis e1, . . . , en of g adapted to the stratification, that is such

that

ehj−1+1, . . . , ehj
is a base of Vj for each j = 1, . . . , k.

Let W = W1, . . . , Wn be the family of left invariant vector fields such that Wi(0) = ei.

Given (1), the subset W1, . . . ,Wm1 generates by commutations all the other vector fields;

we will refer to W1, . . . , Wm1 as generating vector fields of the group. The exponential

map is a one to one map from g onto G, i.e. any p ∈ G can be written in a unique way

as p = exp(p1W1 + · · · + pnWn). Using these exponential coordinates, we identify p with

the n-tuple (p1, . . . , pn) ∈ Rn and we identify G with (Rn, ·) where the explicit expression

of the group operation · is determined by the Campbell-Hausdorff formula. If p ∈ G and

i = 1, . . . , κ, we put pi = (phi−1+1, . . . , phi
) ∈ Rmi , so that we can also identify p with

[p1, . . . , pκ] ∈ Rm1 × · · · × Rmκ = Rn.

The subbundle of the tangent bundle TG that is spanned by the vector fields W1, . . . , Wm1

plays a particularly important role in the theory, it is called the horizontal bundle HG;

the fibers of HG are

HGx = span {W1(x), . . . , Wm1(x)}, x ∈ G.
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From now on, for sake of simplicity, sometimes we set m := m1.

A subriemannian structure is defined on G, endowing each fiber of HG with a scalar

product 〈·, ·〉x and with a norm |·|x that make the basis W1(x), . . . ,Wm(x) an orthonormal

basis. That is if v =
∑m

i=1 viWi(x) = (v1, . . . , vm) and w =
∑m

i=1 wiWi(x) = (w1, . . . , wm)

are in HGx, then 〈v, w〉x :=
∑m

j=1 vjwj and |v|2x := 〈v, v〉x.
The sections of HG are called horizontal sections, and a vector of HGx is an horizontal

vector.

Two important families of automorphism of G are the group translations and the group

dilations of G. For any x ∈ G, the (left) translation τx : G→ G is defined as

z 7→ τxz := x · z.

For any λ > 0, the dilation δλ : G→ G, is defined as

(2) δλ(x1, ..., xn) = (λd1x1, ..., λ
dnxn),

where di ∈ N is called homogeneity of the variable xi in G (see [4] Chapter 1) and is

defined as

(3) dj = i whenever hi−1 + 1 ≤ j ≤ hi,

hence 1 = d1 = ... = dm1 < dm1+1 = 2 ≤ ... ≤ dn = κ.

The dual space of g is denoted by
∧1

g. The basis of
∧1

g, dual to the basis W1, · · · ,Wn,

is the family of covectors {θ1, · · · , θn, }. We indicate as 〈·, ·〉 also the inner product in
∧1

g

that makes θ1, · · · , θn an orthonormal basis. We point out that, except for the trivial case

of the commutative group Rn, the forms θ1, · · · , θn may have polynomial (hence variable)

coefficients.

Following Federer (see [3] 1.3), the exterior algebras of g and of
∧1

g are the graded

algebras indicated as
∧

∗
g =

n⊕

k=0

∧
k
g and

∧∗
g =

n⊕

k=0

∧k
g where

∧
0 g =

∧0
g = R

and, for 1 ≤ k ≤ n,
∧

k
g := span{Wi1 ∧ · · · ∧Wik : 1 ≤ i1 < · · · < ik ≤ n},

∧k
g := span{θi1 ∧ · · · ∧ θik : 1 ≤ i1 < · · · < ik ≤ n}.

The elements of
∧

k g and
∧k

g are called k-vectors and k-covectors.
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We remind that

dim
∧h

g = dim
∧

h
g =

(
h

n

)
:= dh.

The dual space
∧1(

∧
k g) of

∧
k g can be naturally identified with

∧k
g. The action of

a k-covector ϕ on a k-vector v is denoted as 〈ϕ|v〉.
The inner product 〈·, ·〉 extends canonically to

∧
k g and to

∧k
g making the bases

Wi1 ∧ · · · ∧Wik and θi1 ∧ · · · ∧ θik orthonormal.

Definition 0.1. We define linear isomorphisms (see [3] 1.7.8)

∗ :
∧

k
g ←→

∧
2n+1−k

g and ∗ :
∧k

g ←→
∧2n+1−k

g,

for 1 ≤ k ≤ n, putting, for v =
∑

I vIWI and ϕ =
∑

I ϕIθI ,

∗v :=
∑

I
vI(∗WI) and ∗ ϕ :=

∑
I
ϕI(∗θI)

where

∗WI := (−1)σ(I)WI∗ and ∗ θI := (−1)σ(I)θI∗

with I = {i1, · · · , ik}, 1 ≤ i1 < · · · < ik ≤ n, WI = Wi1 ∧ · · · ∧Wik , θI = θi1 ∧ · · · ∧ θik ,

I∗ = {i∗1 < · · · < i∗2n+1−k} = {1, · · · , n} \ I and σ(I) is the number of couples (ih, i
∗
`) with

ih > i∗` .

The following properties of the ∗ operator follow readily from the definition: ∀v, w ∈
∧

k g and ∀ϕ, ψ ∈ ∧k
g

∗ ∗v = (−1)k(n−k)v = v, ∗ ∗ ϕ = (−1)k(n−k)ϕ = ϕ,

v ∧ ∗w = 〈v, w〉W{1,··· ,2n+1}, ϕ ∧ ∗ψ = 〈ϕ, ψ〉θ{1,··· ,2n+1},

〈∗ϕ|∗v〉 = 〈ϕ|v〉.

(4)

Notice that, if v = v1 ∧ · · · ∧ vk is a simple k-vector, then ∗v is a simple (n− k)-vector. If

v ∈ ∧
k g we define v\ ∈ ∧k

g by the identity 〈v\|w〉 := 〈v, w〉, and analogously we define

ϕ\ ∈ ∧
k g for ϕ ∈ ∧k

g.

Definition 0.2. For any q, q′ ∈ G and for any linear map L : TGq → TGq′,

ΛkL :
∧

k
TGq →

∧
k
TGq′
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is the linear map defined by

(ΛkL)(v1 ∧ · · · ∧ vk) = L(v1) ∧ · · · ∧ L(vk).

Analogously, we can define

H

∧k

p
:= (Λkdτp−1)(H

∧k

e

)

for any p ∈ G, where for any linear map f : TGq → TGq′

Λkf :
∧k

TGq′ →
∧k

TGq

is the linear map defined by

〈(Λkf)(α)|v1 ∧ · · · ∧ vk〉 = 〈α|(Λkf)(v1 ∧ · · · ∧ vk)〉

for any α ∈ ∧k TGq′ and any simple k-vector v1 ∧ · · · ∧ vk ∈
∧

k TGq.

As customary, if f : G → G is an isomorphism, then the pull-back f#ω of a form

ω ∈ Ωk is defined by

f#ω(x) :=
(
Λk(dfx)

)
ω(f(x)).

It is easy to see that (f−1)#(f#ω) = ω.

If α ∈ ∧1
g, we say that α has pure weight k and we write w(α) = k if α\ ∈ Vk.

Obviously,

w(α) = k if and only if α =

hk∑

j=hk−1+1

αjθj,

with αhk−1+1, . . . , αhk
∈ R. More generally, if α ∈ ∧h

g, we say that α has pure weight k

if α is a linear combination of covectors θi1 ∧ · · · ∧ θih with w(θi1) + · · ·+ w(θih) = k.

Remark 0.1. If α, β ∈ ∧h
g and w(α) 6= w(β), then 〈α, β〉 = 0. Indeed, it is enough

to notice that, if w(θi1 ∧ · · · ∧ θih) 6= w(θj1 ∧ · · · ∧ θjh
), with i1 < i2 < · · · < ih and

j1 < j2 < · · · < jh, then for at least one of the indices ` = 1, . . . , h, i` 6= j`, and hence

〈θi1 ∧ · · · ∧ θih , θj1 ∧ · · · ∧ θjh
〉 = 0.

We have

(5)
∧h

g =

Nmax
h⊕

p=Nmin
h

∧h,p
g,
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where
∧h,p

g is the linear space of the h–covectors of weight p. We set Nh := dim
∧h

g

and Nh,p := dim
∧h,p

g.

From now on, if 1 ≤ h ≤ n, we assume that the multi–indices I = (i1, . . . , ih) are

ordered once for all in increasing way with respect to the weight of the corresponding

element of the basis that we call Θh.

(6) Θh =

Nmax
h⋃

p=Nmin
h

Θh,p,

where Θh,p = Θh ∩∧h,p
g is an orthonormal basis of

∧h,p
g.

Thus, we can write the canonical coordinates of a h–covector in
∧h

g with respect to

the orthonormal basis

(7) Θh = {θh
j } of

∧h
g

as the union of a finite number of blocks (possibly empty) of size Nh,Nmin
h

, Nh,Nmin
h +1, . . .

corresponding to the element of the basis in Θh,Nmin
h , Θh,Nmin

h +1, . . . , ΘNmax
h , of weight

Nmin
h , Nmin

h + 1, . . . , Nmax
h , respectively, with Nh,1 + Nh,2 + · · ·+ Nmax

h = dh . We keep the

notiation θj for θ1
j .

Correspondingly, the set of indices {1, 2, . . . , dh} can be written as the union of finite

sets of indices

{1, 2, . . . , dh} =

Nmax
h⋃

p=Nmin
h

Ih
p ,

where

θh
j ∈ Θh,p if and only if j ∈ Ih

p .

As pointed out in Remark 0.1, the decomposition in (5) is orthogonal. We denote by

Πh,p the orthogonal projection of
∧h

g on
∧h,p

g.

Starting from
∧h

g, we can define by left translation a fiber bundle over G that we can

still denote by
∧h

g. To do this, we identify
∧h

g with the fiber
∧h

e g over the origin,

and we define the fiber over x ∈ G pushing forward
∧h

e g by the left translation τx, i.e.

defining the fiber over x as
∧h

x g := Λk(dτx−1)
∧h

e g.
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The identification of
∧h

g and
∧h

e g yields a corresponding identification of the basis

Θh of
∧h

g and Θh
e of

∧h
e g. Then Θh

x := (τx)#Θh is a basis of
∧h

x g. Notice that, because

of the left invariance of the h-covectors in
∧h

g, the elements of Θh
x can be identified with

the elements of Θh evaluated at the point x.

Keeping in mind the decomposition (5), we can define in the same way several fiber

bundles over G (that we still denote with the same symbol
∧h,p

g), by setting
∧h,p

e g :=
∧h,p

g and
∧h,p

x g := Λk(dτx−1)
∧h,p

e g. Clearly, all previous arguments related to the basis

Θh can be repeated for the basis Θh,p. Finally, we say that a section of
∧h,p

g is a h-form

of (pure) weight p.

Lemma 0.1. The fiber
∧h

x g (and hence the fiber
∧h,p

x g) can be endowed with a natural

scalar product 〈·, ·〉x by the identity

〈α, β〉x := 〈Λhdτx(α), Λhdτx(β)〉e.

If x, y ∈ G, then

Λhdτy−1 :
∧h

x
g →

∧h

yx
g

is an isometry onto.

If we denote by Ωh the vector space of all smooth h–forms in G, and by Ωh,p the vector

space of all smooth h–forms in G of pure weight p, then again

(8) Ωh =

Nmax
h⊕

p=Nmin
h

Ωh,p.

Lemma 0.2. If α ∈ ∧h
g is left invariant of weight k, then w(dα) = w(α).

Proof. See [5]. ¤

Let now α ∈ Ωh,p be a (say) smooth form of pure weight p. We can write

α =
∑

θh
i ∈Θh,p

αi θ
h
i , with αi ∈ E(G).

Then

dα =
∑

θh
i ∈Θh,p

∑
j

(Wjαi)θj ∧ θh
i +

∑

θh
i ∈Θh,p

αidθh
i .
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Hence we can write

d = d0 + d1 + · · ·+ dκ,

where d0α =
∑

θh
i ∈Θh,p αidθh

i does not increase the weight,

d1α =
∑

θh
i ∈Θh,p

m1∑
j=1

(Wjαi)θj ∧ θh
i

increases the weight of 1, and, more generally,

dkα =
∑

θh
i ∈Θh,p

∑

w(θj)=k

(Wjαi)θj ∧ θh
i k = 1, . . . , κ.

In particular, d0 is an algebraic operator, in the sense that its action can be identified at

any point with the action of an operator on
∧h

g (that we denote again by d0) through

the formula

(d0α)(x) =
∑

θh
i ∈Θh,p

αi(x)dθh
i .

Using the canonical orthonormal system Θh, we have a canonical isomorphism ihΘ from
∧h

g onto RNh The map Mh : RNh → RNh+1 makes the following diagram commutative

RNh
Mh−−−→ RNh+1

ihΘ

x
y(ih+1

Θ )−1

∧h
g −−−→

d0

∧h+1
g.

Because of our choice of the order of the elements of Θh, the matrix associated with Mh

(that we still denote by Mh) is a block matrix, as well as its transposed. More precisely,

the entries of Mh are all 0 except for those that belong to groups of rows and columns “of

the same weight”.

This construction has a counterpart when we look at
∧h

g as a fiber boundle. In this

case, if x ∈ G is fixed, using the canonical orthonormal system Θh
x, we have a canonical

isomorphism ihΘx
from

∧h
x g onto RNh associating with ξ ∈ ∧h

x g its canonical coordinates.

Because of the identification of
∧h

g and
∧h

e g, we can analogously identify ihΘ and ihΘe
.

Hence, for any x ∈ G, we have

(9) (d0α)(x) = (iΘh+1
x

)−1MhiΘh
x
α(x).
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Analogously, δ0, the L2–adjoint of d0 in Ω∗ defined by
∫
〈d0α, β〉 dV =

∫
〈α, δ0β〉 dV

for all compactly supported smooth forms α ∈ Ωh and β ∈ Ωh+1, is again an algebraic

operator preserving the weight. Indeed, it can be written as

(10) (δ0β)(x) = (iΘh
x
)−1(tMh)iΘh+1

x
β(x).

Again, its matrix tMh is a block matrix.

Definition 0.3. If 0 ≤ h ≤ n we set

Eh
0 := ker d0 ∩ ker δ0,

or, in coordinates,

Eh
0 = {α ∈ Ωh ; iΘh

x
α(x) ∈ ker Mh ∩ kert Mh−1 for all x ∈ G}.

Proposition 0.1. If 0 ≤ h ≤ n and ∗ denotes the Hodge duality, then

∗Eh
0 = En−h

0 .

If we set Eh,p
0 := Eh

0 ∩ Ωh,p, then

Eh
0 =

Nmax
h⊕

p=Nmin
h

Eh,p
0 .

Indeed, if α ∈ Eh
0 , by (8), we can write

α =

Nmax
h∑

p=Nmin
h

αp,

with αp ∈ Ωh,p for all p. By definition,

0 = d0α =

Nmax
h∑

p=Nmin
h

d0αp.

But w(d0αp) 6= w(d0αq) for p 6= q, and hence the d0αp’s are linear independent and

therefore they are all 0. Analogously, δ0αp = 0 for all p, and the assertion follows.

We denote by Πh,p
E0

the orthogonal projection of Ωh on Eh,p
0 .
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We notice that the space of forms Eh,p
0 (as well as the “full” space Eh

0 ) can be seen as

the space of smooth sections of a suitable fiber bundle generated by left translations, that

we still denote by Eh,p
0 (by Eh

0 , respectively).

Since both Eh,p
0 and Eh

0 are left invariant as
∧h

g, they are subbundles of
∧h

g and

inherit the scalar product on the fibers.

In particular, we can obtain a left invariant orthonormal basis Ξh
0 = {ξj} of Eh

0 such

that

(11) Ξh
0 =

Mmax
h⋃

p=Mmin
h

Ξh,p
0 ,

where Ξh,p
0 := Ξh ∩ ∧h,p

g is a left invariant orthonormal basis of Eh,p
0 . As above, the

indices j of Ξh
0 = {ξj} are ordered once for all in increasing way with respect to the

weight of the corresponding element of the basis.

Correspondingly, the set of indices {1, 2, . . . , dim Eh
0 } can be written as the union of

finite sets (possibly empty) of indices

{1, 2, . . . , dim Eh
0 } =

Mmax
h⋃

p=Mmin
h

Ih
0,p,

where

ξh
j ∈ Ξh,p if and only if j ∈ Ih

0,p.

Proposition 0.2. The equation

tMhMhα = tMhβ

has one and only one solution α ∈ (ker Mh)
⊥ for any β ∈ RNh+1.

Proof. Uniqueness: if tMhMhα = 0, then 0 = 〈Mhα,Mhα〉 = ‖Mhα‖2, and hence α ∈
ker Mh ∩ (ker Mh)

⊥ = {0}, achieving the proof of the uniqueness.

Existence: Since

RNh+1 = R(Mh)⊕R(Mh)
⊥ = R(Mh)⊕ ker tMh,
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we can write β = Mhα + β1, with tMhβ1 = 0. Without loss of generality, we can always

assume α ∈ (ker Mh)
⊥, because α = α′ + α′′, with α′ ∈ (ker Mh)

⊥, α′′ ∈ ker Mh, and

Mhα
′ = Mhα.

Thus we have tMhβ =t MhMhα + tMhβ1 =t MhMhα, achieving the proof of the propo-

sition. ¤

Corollary 0.1. If β ∈ Ωh+1, then there exists a unique α ∈ Ωh ∩ (ker d0)
⊥ such that

δ0d0α = δ0β. We set α := d−1
0 β.

In particular

α = d−1
0 β if and only if d0α− β ∈ ker δ0.

Lemma 0.3. The map d−1
0 d induces an isomorphism from R(d−1

0 ) to itself. In addition,

there exist a differential operator P such that

Pd−1
0 d = d−1

0 dP = IdR(d−1
0 ).

We set also Q := Pd−1
0 .

Proof. Clearly, d−1
0 d maps R(d−1

0 ) into itself. Moreover, we can write

d−1
0 d = d−1

0 d0 + d−1
0 (d− d0) := Id + D,

where D is a differential operator that increases the weight of the forms and hence is

nilpotent, i.e. there exists N ∈ N such that DN+1 = 0. Thus

P :=
N∑

k=0

(−1)kDk

is the inverse of d−1
0 d. ¤

Remark 0.2. If a for α has pure weight k, then Pα is a sum of forms of pure weight

greater or equal to k.

Theorem 0.1. The de Rham complex splits into the direct sum of two subcomplexes

E := ker d−1
0 ∩ ker(d−1

0 d) and F := R(d−1
0 ) +R(d−1

0 d).
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The projection ΠE on E along F is a homotopical equivalence of the form ΠE = Id −
Qd− dQ, where Q is the differential operator defined in Lemma 0.3. If we denote by ΠE0

the orthogonal projection on E0, we have

(12) ΠE0ΠEΠE0 = ΠE0 ΠEΠE0ΠE = ΠE.

Remark 0.3. We stress explicitly that the exterior differential d maps Eh into Eh+1. In

fact, if α ∈ Eh, then d−1
0 (α) = 0 and d−1

0 (dα) = 0. Hence d−1
0 (dα) = 0 and d−1

0 (d2α) = 0,

so that dα ∈ Eh+1.

The fiber bundle E∗
0 generate another complex (E0, dc) of differential forms by putting

(13) dc = ΠE0dΠE.

From [5] we reproduce the following diagram:

Proposition 0.3. The complexes E and E0 are exact.

Proof. The assertion for E follows trivially by homotopical equivalence. Keep in mind

the identities (12). Let now α ∈ E0 be such that dcα = 0. By (13), ΠE0dΠEα = 0. By

Remark 0.3, dΠEα ∈ E, and hence, by (12),

0 = ΠEΠE0dΠEα = ΠEΠE0ΠEdΠEα = ΠEdΠEα = dΠEα.

Thus ΠEα (that belongs to E) is closed, and hence there exists γ ∈ E such that dγ = ΠEα.

Set now γ0 := ΠE0γ ∈ E0. We have (by (12), keeping in mind that γ = ΠEγ)

dcγ0 = ΠE0dΠEΠE0γ = ΠE0dΠEΠE0ΠEγ = ΠE0dΠEγ = ΠE0dγ = ΠE0ΠEα.

Since α = ΠE0α, by (12), we have ΠE0ΠEα = α. Therefore dcγ0 = α and we are done. ¤
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The equation ΠE0ΠEΠE0 = ΠE0 says that ΠE restricted to E0 is Id + a E⊥
0 part. In

other words, E is a particular space of liftings (extensions) of E0.

Proposition 0.4 ([5], formula (7)). For any α ∈ Eh,p
0 , if we denote by (ΠEα)j the

component of ΠEα of weight j (that is necessarily greater or equal than p, by Remark

0.2), then

(ΠEα)p = α

(ΠEα)p+k+1 = −d−1
0

( ∑

`≤k+1

d`(ΠEα)p+k+1−`

)
.

(14)

Remark 0.4. In fact, we can notice that, if α ∈ Eh,p
0 , then dcα has no components of

weight j = p. Indeed,

ΠEα = α + terms of weight greater than p.

Thus

dΠEα = d0α + terms of weight greater than p.

But d0α = 0 by the very definition of Eh,p
0 , and the assertion follows.

Proposition 0.5. The map dc : Eh
0 → Eh+1

0 can be written in the form

α =
∑

p

∑

i∈Eh
0,p

αp,iξ
h
i −→

−→
∑

p

∑

i∈Eh
0,p

Mmax
h+1∑

q=max{p+1,Mmin
h+1}

∑

`∈Ih+1
0,q

∑

i∈Ih
p

(
P h

p,q,i,`αp,i

)
ξh+1
` ,

(15)

where the P h
p,q,i,j’s are homogeneous polynomials of degree q − p in the horizontal deriva-

tives.

Example 0.1. Let G := H1×R, and denote by (x, y, t) the variables in H1 and by s the

variable in R. Set X := ∂x + 2y∂t, Y := ∂x − 2x∂t, T := ∂t, S := ∂s. We have X\ = dx,

Y \ = dy, S\ = ds, T \ = θ (the contact form of H1. The stratification of the algebra g is
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given by g = V1 ⊕ V2, where V1 = span {X,Y, S} and V2 = span {T}. In this case

E1
0 = span {dx, dy, ds};

E2
0 = span {dx ∧ ds, dy ∧ ds, dx ∧ θ, dy ∧ θ};

E3
0 = span {dx ∧ dy ∧ θ, dx ∧ ds ∧ θ, dy ∧ ds ∧ θ}.

Moreover

dc(α1dx + α2dy + α3ds)

= ΠE0d
(
α1dx + α2dy − 1

4
(Xα2 − Y α1)θ

)
+ dα3 ∧ ds

= D(α1dx + α2dy) + (Xα3 − Sα1)dx ∧ ds + (Y α3 − Sα2)dy ∧ ds,

where D is the second order differential of horizontal 1-forms in H1 that has the form

D(α1dx + α2dy) = P1(α1, α2)dx ∧ θ + P2(α1, α2)dy ∧ θ.

On the other hand, if

α = α13dx ∧ ds + α23dy ∧ ds + α14dx ∧ θ + α24dy ∧ θ ∈ E2
0 ,

then

dcα = (Xα24 − Y α14) dx ∧ dy ∧ θ

+
(
Tα13 − Sα14 +

1

4
(X2α23 −XY α13)

)
dx ∧ ds ∧ θ

+
(
Tα23 − Sα24 +

1

4
(Y Xα23 − Y 2α13)

)
dy ∧ ds ∧ θ.

Example 0.2. Let now G := H2 × R, and denote by (x1, x2, y1, y2, t) the variables in

H2 and by s the variable in R. Set Xi := ∂xi
+ 2yi∂t, Yi := ∂xi

− 2xi∂t, i = 1, 2,

T := ∂t, and S := ∂s. We have X\
i = dxi, Y \

i = dyi, i = 1, 2, S\ = ds, T \ = θ (the

contact form of H2. The stratification of the algebra g is given by g = V1 ⊕ V2, where

V1 = span {X1, X2, Y1, Y2, S} and V2 = span {T}.
Let us restrict ourselves to show the structure of the intrinsic differential on E1

0 , i.e on

horizontal 1-forms. Using the notations of (5), (6) and (7), we can chose an orthonormal

basis of
∧h

g, h = 1, 2, 3 as follows:

h = 1: Θ1,1 = (θ1
1, . . . , θ

1
5) = (dx1, dx2, dy1, dy2, ds), and Θ1,2 = (θ1

6) = (θ).
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h = 2: Θ2,2 = (θ2
1, . . . , θ

1
10) = (dx1 ∧ dx2, dy1 ∧ dy2, dx1 ∧ dy1, dx1 ∧ dy2, dx2 ∧ dy1, dx2 ∧

dy2, dx1 ∧ ds, dx2 ∧ ds, dy1 ∧ ds, dy2 ∧ ds), Θ2,3 = (θ2
11, . . . , θ

2
15) = (dx1 ∧ θ, dx2 ∧

θ, dy1 ∧ θ, dy2 ∧ θ, ds ∧ θ).

h = 3: Θ3,3 = (θ3
1, . . . , θ

3
10) = (dx1 ∧ dx2 ∧ dy1, dx1 ∧ dx2 ∧ dy2, dx1 ∧ dx2 ∧ ds, dx1 ∧ dy1 ∧

dy2, dx1∧dy1∧ds, dx2∧dy1∧dy2, dy1∧dy2∧ds, dx1∧dy2∧ds, dx2∧dy2∧ds, dy1∧
dy2 ∧ ds). Θ3,4 = (θ3

11, . . . , θ
3
20) = (dx1 ∧ dx2 ∧ θ, dy1 ∧ dy2 ∧ θ, dx1 ∧ dy1 ∧ θ, dx1 ∧

dy2∧θ, dx2∧dy1∧θ, dx2∧dy2∧θ, dx1∧ds∧θ, dx2∧ds∧θ, dy1∧ds∧θ, dy2∧ds∧θ).

We have:

d0θ
1
i = 0 when i = 1, . . . , 5, d0θ

1
6 = 4(θ2

3 + θ2
6);

d0θ
2
i = 0 when i = 1, . . . , 10 d0θ

2
11 = 4θ3

2, d0θ
2
12 = −4θ3

1,

d0θ
2
13 = −4θ3

6, d0θ
2
14 = 4θ3

4, d0θ
2
15 = 4(θ3

5 + θ3
10).

Thus

M1 =




0 . . . 0 0

0 . . . 0 0

0 . . . 0 4

0 . . . 0 0

0 . . . 0 0

0 . . . 0 4

0 . . . 0 0
...

...
...

...

0 . . . 0 0

0 . . . 0 0
...

...
...

...

0 . . . 0 0



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M2 =




0 . . . 0 0 −4 0 0 0

0 . . . 0 4 0 0 0 0

0 . . . 0 0 0 0 0 0

0 . . . 0 0 0 0 4 0

0 . . . 0 0 0 0 0 4

0 . . . 0 0 0 −4 0 0

0 . . . 0 0 0 0 0 0
...

...
...

...
...

...
...

0 . . . 0 0 0 0 0 0

0 . . . 0 0 0 0 0 4

0 . . . 0 0 0 0 0 0
...

...
...

...
...

...
...

...

0 . . . 0 0 0 0 0 0




As usual, E1
0 is the space of left invariant horizontal 1-forms, i.e. an orthonormal basis

of E1
0 is given by {dx1, dx2, dy1, dy2, ds}. Keeping into account that E2

0 can be identified

with ker M2∩ kert M1, then the left invariant form α =
∑

j αjθ
2
j belongs to E2

0 if and only

if

α6 = −α3

and

α11 = α12 = α13 = α14 = α15 = 0.

Hence an orthonormal basis of E2
0 is given by {ξ2

1 , ξ
2
2 ,

1√
2
(ξ2

3 − ξ2
6), ξ

2
4 , ξ

2
5 , ξ

2
7 , ξ

2
8 , ξ

2
9 , ξ

2
10} =

{dx1∧dx2, dy1∧dy2,
1√
2
(dx1∧dy1−dx2∧dy2), dx1∧dy2, dx2∧dy1, dx1∧ds, dx2∧ds, dy1∧

ds, dy2 ∧ ds}. In particular, the orthogonal projection ΠE0α of α on E0 has the form

(16) ΠE0α =
10∑

j=1
j 6=3,6

αjξ
2
j +

α3 − α6

2
(ξ2

3 − ξ2
6).

We want now to write explicitly dc acting on forms α = α(x) =
∑5

j=1 αj(x)ξ1
j . To this

end, let us write first ΠE1α. Because of the structure of
∧1

g, by Proposition 0.4,

ΠE1α = α + γθ,
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for a smooth function γ, with γθ = −d−1
0 (d1α), i.e.

(17) d0(γθ) + d1α ∈ ker δ0,

by Corollary 0.1. We can write (17) in the form

4γ(dx1 ∧ dy1 + dx2 ∧ dy2)

+ (X1α2 −X2α1)dx1 ∧ dx2 + (Y1α4 − Y2α3)dy1 ∧ dy2

+ (X1α3 − Y1α1)dx1 ∧ dy1 + (X1α4 − Y2α1)dx1 ∧ dy2

+ (X2α3 − Y1α2)dx2 ∧ dy1 + (X2α4 − Y2α2)dx2 ∧ dy2

+ (X1α5 − Sα1)dx1 ∧ ds + (X2α5 − Sα2)dx2 ∧ ds,

+ (Y1α5 − Sα3)dy1 ∧ ds + (Y2α5 − Sα4)dy2 ∧ ds ∈ ker δ0.

(18)

Because of the form of tM1 above, this gives

8γ + X1α3 − Y1α1 + X2α4 − Y2α2 = 0,

i.e.

γ = −1

8
(X1α3 − Y1α1 + X2α4 − Y2α2).

However, the explicit form of γ does not matter in the final expression of dcα. Indeed,

keeping in mind that d0α = 0, and that ΠE0(d1(γθ)) = ΠE0(dγ ∧ θ) = 0, and ΠE0(d2(α +

γθ)) = 0, since ΠE0 vanishes on forms of weight 3, by our previous computation (18), we
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have

dcα = ΠE0(d(α + γθ))

= ΠE0(d0(α + γθ) + d1(α + γθ)) + ΠE0(d2(α + γθ))

= ΠE0(d0(γθ) + d1α)

= ΠE0

(
(X1α2 −X2α1)dx1 ∧ dx2 + (Y1α4 − Y2α3)dy1 ∧ dy2

+ (X1α3 − Y1α1 + 4γ)dx1 ∧ dy1 + (X1α4 − Y2α1)dx1 ∧ dy2

+ (X2α3 − Y1α2)dx2 ∧ dy1 + (X2α4 − Y2α2 + 4γ)dx2 ∧ dy2

+ (X1α5 − Sα1)dx1 ∧ ds + (X2α5 − Sα2)dx2 ∧ ds,

+ (Y1α5 − Sα3)dy1 ∧ ds + (Y2α5 − Sα4)dy2 ∧ ds
)

= (X1α2 −X2α1)dx1 ∧ dx2 + (Y1α4 − Y2α3)dy1 ∧ dy2

+ (X1α4 − Y2α1)dx1 ∧ dy2 + (X2α3 − Y1α2)dx2 ∧ dy1

+ (X1α5 − Sα1)dx1 ∧ ds + (X2α5 − Sα2)dx2 ∧ ds,

+ (Y1α5 − Sα3)dy1 ∧ ds + (Y2α5 − Sα4)dy2 ∧ ds

+
X1α3 − Y1α1 −X2α4 + Y2α2√

2

1√
2
(dx1 ∧ dy1 − dx2 ∧ dy2),

by (16).

Example 0.3. Let G ≡ R6 be the Carnot group associated with the vector fields

X1 = ∂1

X2 = ∂2 + x1∂4

X3 = ∂3 + x2∂5 + x4∂6

and

X4 = ∂4

X5 = ∂5 + x1∂6

X6 = ∂6.
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Only non–trivial commutation rules are

[X1, X2] = X4, [X2, X3] = X5, [X1, X5] = X6, [X4, X3] = X6.

The Xj’s are left invariant and coincide with the elements of the canonical basis of R6 at

the origin. The Lie algebra g of G admits the stratification

g = g1 ⊕ g2 ⊕ g3,

where g1 = span {X1, X2, X3}, g2 = span {X4, X5}, and g3 = span {X6}. We set also

θ5 = dx5 − x2dx3

θ4 = dx4 − x1dx2

θ6 = dx6 − x1dx5 + (x1x2 − x4)dx3

and

θ1 = dx1, θ2 = dx2, θ3 = dx3.

Proposition 0.6. We have

θi = X\
i for i, j = 1, ..., 6.

Moreover

dθ4 = −θ1 ∧ θ2, dθ5 = −θ2 ∧ θ3, dθ6 = θ3 ∧ θ4 − θ1 ∧ θ5.

As in Example 0.2, let us restrict ourselves to show the structure of the intrinsic dif-

ferential on E1
0 , i.e on horizontal 1-forms. Using the notations of (5), (6) and (7), we can

chose an orthonormal basis of
∧h

g, h = 1, 2, 3 as follows:

h = 1: Θ1,1 = (θ1, θ2, θ3), Θ1,2 = (θ4, θ5), and Θ1,3 = (θ6).

h = 2: Θ2,2 = (θ2
1, θ

2
2, θ

2
3) = (θ1∧θ2, θ1∧θ3, θ2∧θ3), Θ2,3 = (θ2

4, . . . , θ
2
9) = (θ1∧θ4, θ1∧θ5, θ2∧

θ4, θ2 ∧ θ5, θ3 ∧ θ4, θ3 ∧ θ5), Θ2,4 = (θ2
10, . . . , θ

2
13) = (θ1 ∧ θ6, θ2 ∧ θ6, θ3 ∧ θ6, θ4 ∧ θ5),

Θ2,5 = (θ2
14, θ

2
15) = (θ4 ∧ θ6, θ5 ∧ θ6)
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h = 3: Θ3,3 = (θ3
1) = (θ1∧ θ2∧ θ3). Θ3,4 = (θ3

2, . . . , θ
3
7) = (θ1∧ θ2∧ θ4, θ1∧ θ2∧ θ5, θ1∧ θ3∧

θ4, θ1 ∧ θ3 ∧ θ5, θ2 ∧ θ3 ∧ θ4, θ2 ∧ θ3 ∧ θ5), Θ3,5 = (θ3
8, . . . , θ

3
13) = (θ1 ∧ θ2 ∧ θ6, θ1 ∧

θ3 ∧ θ6, θ2 ∧ θ3 ∧ θ6, θ1 ∧ θ4 ∧ θ5, θ2 ∧ θ4 ∧ θ5, θ3 ∧ θ4 ∧ θ5), Θ3,6 = (θ3
14, . . . , θ

3
19) =

(θ1 ∧ θ4 ∧ θ6, θ1 ∧ θ5 ∧ θ6, θ2 ∧ θ4 ∧ θ6, θ2 ∧ θ5 ∧ θ6, θ3 ∧ θ4 ∧ θ6, θ3 ∧ θ5 ∧ θ6), Θ3,7 =

(θ3
20) = (θ4 ∧ θ5 ∧ θ6).

We notice that an orthonormal basis of
∧h

g, h = 4, 5, 6 can be obtained by Hodge duality.

By Proposition 0.6

M1 =




0 0 0 −1 0 0

0 0 0 0 0 0

0 0 0 0 −1 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 −1

0 0 0 0 0 0

0 0 0 0 0 0
...

...
...

...
...

...

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0



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M2 =




0 0 0 0 −1 0 0 −1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0




As usual, E1
0 is the space of left invariant horizontal 1-forms, i.e. an orthonormal basis of

E1
0 is given by {θ1, θ2, θ3}. Keeping into account that E2

0 can be identified with ker M2 ∩
kert M1, then the left invariant form α =

∑
j αjθ

2
j belongs to E2

0 if and only if

α5 = −α8, α10 = α11 = α12 = α13 = α14 = α15 = 0

and

α5 = α8, α3 = α1 = 0.

Therefore, an orthonormal basis {ξ2
1 , . . . , ξ

2
5} of E2

0 = E2,2
0 ⊕ E2,3

0 is given by

{θ1 ∧ θ3} ∪ {θ1 ∧ θ4, θ2 ∧ θ4, θ2 ∧ θ5, θ3 ∧ θ5}.

In particular, the orthogonal projection ΠE0α of α ∈ ∧2
g on E2

0 has the form

(19) ΠE0α = α2 θ1 ∧ θ3 + α4 θ1 ∧ θ4 + α6 θ2 ∧ θ4 + α7 θ2 ∧ θ5 + α9 θ3 ∧ θ5.
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We want now to write explicitly dc acting on forms α = α(x) =
∑3

j=1 αj(x)θj. To this

end, let us write first ΠE1α. We have

ΠE1α = (ΠE1α)1 + (ΠE1α)2 + (ΠE1α)3

= α + (ΠE1α)2 + (ΠE1α)3

:= α + (γ4θ4 + γ5θ5) + γ6θ6,

with

γ4θ4 + γ5θ5 = −d−1
0 (d1(α1θ1 + α2θ2 + α3θ3))

= −d−1
0 ((X1α2 −X2α1)θ1 ∧ θ2 + (X1α3 −X3α1)θ1 ∧ θ3

+ (X2α3 −X3α2)θ2 ∧ θ3),

(20)

and

(21) γ6θ6 = −d−1
0 (d1(γ4θ4 + γ5θ5) + d2α)

Now (20) is equivalent to

d0(γ4θ4 + γ5θ5) + (X1α2 −X2α1)θ1 ∧ θ2 + (X1α3 −X3α1)θ1 ∧ θ3

+ (X2α3 −X3α2)θ2 ∧ θ3 ∈ ker tM1,
(22)

i.e.

(−γ4 + X1α2 −X2α1)θ1 ∧ θ2 + (X1α3 −X3α1)θ1 ∧ θ3

+ (−γ5 + X2α3 −X3α2)θ2 ∧ θ3 ∈ ker tM1,
(23)

that gives eventually

γ4 = X1α2 −X2α1 and γ5 = X2α3 −X3α2
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Consider now (21), that is equivalent to

d0(γ6θ6) + d1((X1α2 −X2α1)θ4 + (X2α3 −X3α2)θ5 + d2α)

= γ6(θ3 ∧ θ4 − θ1 ∧ θ5) + X1(X1α2 −X2α1)θ1 ∧ θ4 + X2(X1α2 −X2α1)θ2 ∧ θ4

+ X3(X1α2 −X2α1)θ3 ∧ θ4 + X1(X2α3 −X3α2)θ1 ∧ θ5 + X2(X2α3 −X3α2)θ2 ∧ θ5

+ X3(X2α3 −X3α2)θ3 ∧ θ5 −X4α1θ1 ∧ θ4 −X4α2θ2 ∧ θ4 −X4α3θ3 ∧ θ4 −X5α1θ1 ∧ θ5

−X5α2θ2 ∧ θ5 −X5α3θ3 ∧ θ5

= X1(X1α2 −X2α1)θ1 ∧ θ4 + X2(X1α2 −X2α1)θ2 ∧ θ4

+ (X3(X1α2 −X2α1) + γ6)θ3 ∧ θ4 + (X1(X2α3 −X3α2)− γ6)θ1 ∧ θ5 + X2(X2α3 −X3α2)θ2 ∧ θ5

+ X3(X2α3 −X3α2)θ3 ∧ θ5 −X4α1θ1 ∧ θ4 −X4α2θ2 ∧ θ4 −X4α3θ3 ∧ θ4 −X5α1θ1 ∧ θ5

−X5α2θ2 ∧ θ5 −X5α3θ3 ∧ θ5

= (X1(X1α2 −X2α1)−X4α1)θ
2
4 + (X1(X2α3 −X3α2)− γ6 −X5α1)θ

2
5

+ (X2(X1α2 −X2α1)−X4α2)θ
2
6 + (X2(X2α3 −X3α2)−X5α2)θ

2
7

+ (X3(X1α2 −X2α1) + γ6 −X4α3)θ
2
8 + (X3(X2α3 −X3α2)−X5α3)θ

2
9

∈ ker tM1,

i.e. to

X1(X2α3 −X3α2)− γ6 −X5α1 − (X3(X1α2 −X2α1) + γ6 −X4α3) = 0

This yields

γ6 =
1

2

(
X1(X2α3 −X3α2)−X5α1 −X3(X1α2 −X2α1) + X4α3

)
.

Thus

ΠE1α = α1θ1 + α2θ2 + α3θ3

+ (X1α2 −X2α1)θ4 + (X2α3 −X3α2)θ5

+
1

2

(
X1(X2α3 −X3α2)−X5α1 −X3(X1α2 −X2α1) + X4α3

)
θ6.
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Then, by (19)

dcα = (X1α3 −X3α1)θ1 ∧ θ3 + (X1(X1α2 −X2α1)−X4α1)θ1 ∧ θ4

+ (X2(X1α2 −X2α1)−X4α2)θ2 ∧ θ4 + (X2(X2α3 −X3α2)−X5α2)θ2 ∧ θ5

+ (X3(X2α3 −X3α2)−X5α3)θ3 ∧ θ5.

References

[1] A.Baldi, B.Franchi, N.Tchou & M.C.Tesi, Compensated Compactness for Differential

Forms in Carnot Groups and Applications, preprint (2008), http://hal.archives-ouvertes.fr/hal-

00298362/fr/.

[2] A.Bonfiglioli, E.Lanconelli & F.Uguzzoni. Stratified Lie groups and potential theory for their

sub-laplacians, Springer, Berlin (2007).

[3] H.Federer, Geometric Measure Theory, Springer, (1969).

[4] G.B.Folland & E.M.Stein, Hardy spaces on homogeneous groups, Princeton University Press,

Princeton (1982).

[5] M.Rumin, Around heat decay on forms and relations of nilpotent Lie groups, Sémin. Théor. Spectr.
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