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Abstract

We prove Gaussian estimates from above of the fundamental solutions to a class of ultrapa
equations. These estimates are independent of the modulus of continuity of the coefficients a
eralize the classical upper bounds by Aronson for uniformly parabolic equations.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

We consider the second-order partial differential equation in divergence form

Lu(x, t)≡
m∑

i,j=1

∂xi
(
aij (x, t)∂xj u(x, t)

)+ N∑
i,j=1

bij xi∂xj u(x, t)− ∂tu(x, t)= 0,

(1.1)

where(x, t)= (x1, . . . , xN, t)= z denotes the point inRN+1, and 1� m � N .
In this paper, under some structural conditions which ensure the existence of a

mental solutionΓ of (1.1), we aim to prove a global upper bound forΓ independent of the
regularity of the coefficients. This bound is given in terms of the fundamental soluti
the “constant coefficients” operator

L1≡∆m + Y, (1.2)
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where∆m is the Laplace operator inRm andY denotes the first-order part in (1.1),

Y =
N∑

i,j=1

bij xi∂xj − ∂t . (1.3)

This justifies the word “Gaussian” in the title. Indeed, we recall that an explicit fundam
solution of Gaussian type for (1.2) has been constructed by Hörmander in [6] assum
classical rank condition that, in our setting, reads

rank Lie(∂x1, . . . , ∂xm,Y )(z)=N + 1, ∀z ∈R
N+1,

where Lie(∂x1, . . . , ∂xm,Y ) denotes the Lie algebra generated by the first-order differe
operators∂x1, . . . , ∂xm,Y . If we set

A1=
(
Im 0
0 0

)
and B = (bij )i,j=1,...,N ,

whereIm is the identity matrix inRm and we define

C(t)=
t∫

0

exp(−sBT )A1 exp(−sB) ds, (1.4)

it is not difficult to see that the Hörmander’s condition is satisfied if and only ifC(t) > 0 for
any t > 0 (cf. Proposition A.1 in [10], see also [8]). In that case, the fundamental sol
Γ1 of L1, with pole at the origin, is defined as follows:

Γ1(x, t)=
{

(4π)−N/2√
detC(t) exp

(−1
4〈C−1(t)x, x〉 − t tr(B)

)
, if t > 0,

0, if t � 0.

In the case of Hölder continuous coefficients, Eq. (1.1) has been studied by ma
thors assuming the following basic conditions:

(H1) aij = aji , 1� i, j � m, and there exists a positive constantλ such that

λ−1|ξ |2 �
m∑

i,j=1

aij (z)ξiξj � λ|ξ |2 (1.5)

for everyz ∈R
N+1 andξ ∈R

m. The matrixB is constant;
(H2) The “constant coefficients” operatorL1 in (1.2) verifies the Hörmander’s rank co

dition and it is homogeneous of degree two with respect to some dilations gro
R

N+1.
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We remark that (H2) is a requirement only on the coefficientsbij ’s of (1.1). Indeed, by
Propositions 2.1 and 2.2 of [10], hypothesis (H2) is equivalent to assume that for
basis onRN , the matrixB has the form


0 B1 0 · · · 0
0 0 B2 · · · 0
...

...
...

. . .
...

0 0 0 · · · Bq

0 0 0 · · · 0


 , (1.6)

whereBk is anmk−1×mk matrix of rankmk , k = 1,2, . . . , q , with

m≡m0 � m1 � · · ·� mq � 1 and
q∑

k=0

mk =N.

Assuming (H1), (H2), and the Hölder continuity of the coefficientsaij ’s, the Levi pa-
rametrix method has been used to prove the existence of a fundamental solutionΓ in the
papers by Il’in [7], Weber [26], Sonin [25], Polidoro [21], Eidelman et al. [4]. In [21]
following upper bound has been given:

Γ (x, t, ξ, τ ) � CΓµ(x, t, ξ, τ ), ∀x, ξ ∈R
N, t > τ, (1.7)

whereΓµ(·, ·, ξ, τ ) denotes the fundamental solution, with pole at(ξ, τ ), of the “constant
coefficients” operator

Lµ = µ∆m + Y, (1.8)

andµ is any positive number greater thanλ appearing in (H1). The constantC in (1.7)
depends upon the Hölder norms of the coefficients and onµ.

Other known results concerning the case ofcontinuous coefficientsare the Harnack
inequality and mean value formulas for the solutions to (1.1) by Polidoro [21], a l
bound for the fundamental solution by Polidoro [22], Schauder type estimates by Š
[24], Manfredini [15], Lunardi [14] and Pascucci [19], a theory for the Dirichlet pr
lem for linear equations by Manfredini [15] and for quasilinear equations Lanconell
Lascialfari [9], Lascialfari and Morbidelli [11].

In this note we prove an upper bound analogous to (1.7), with the constantC indepen-
dent of the moduli of continuity of the coefficients. It is well known that, in the cas
classical parabolic operators in divergence form,uniformglobal upper (and lower) bound
for the fundamental solution have been proved by Nash [18], Aronson [1], and Davie
The proofs of the lower bound by Aronson and Davies rely on the Moser’s parabolic
nack inequality [16,17]. However, as Fabes and Stroock emphasized in [5], the upper
is an important tool for using the ideas of Nash in order to directly obtain the lower b
and then to derive the Harnack inequality and the local Hölder continuity of weak solu
The main motivation of our work is to follow the same procedure and prove analogo
sults for (1.1).

The interest in the study of Eq. (1.1) is motivated by the kinetic theory and by the t
of stochastic processes. For instance, (1.1) contains the family of kinetic equations
form

∂tf − 〈v,∇x 〉f =Q(f ), t � 0, x ∈R
m, v ∈R

m, (1.9)
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wheref is a density function andQ(f ) is a quadratic operator which describes some k
of collisions. Meaningful examples are the linear Fokker–Planck operator (cf. [3,23]

Q(f )=
m∑

j=1

∂vj vj f,

the Boltzmann–Landau operator (cf. [12,13])

Q(f )=
m∑

i,j=1

∂vi
(
aij (·, f )∂vj

)
,

where the coefficientsaij depend on the unknown function through some integral exp
sions.

Our main result is the following

Theorem 1.1. Under hypotheses(H1)and(H2), there exist two positive constantsC andµ,
only dependent onλ in (1.5)and onB, such that

Γ (x, t, ξ, τ ) � CΓµ(x, t, ξ, τ ), ∀x, ξ ∈R
N, t > τ.

HereΓµ is the fundamental solution of the operator in(1.8).

We remark that if (1.1) is an uniformly parabolic equation (i.e.,m = N andB ≡ 0),
then (H2) is clearly satisfied. Indeed, (1.2) simply becomes the heat operator wh
hypoelliptic and homogeneous with respect to the parabolic dilationsδr (x, t)= (rx, r2t).

Then our result recovers Aronson’s upper bound proved in [1].
This note is organized as follows. In Section 2 we set the notations and we descr

natural geometry underlying operatorL, which is determined by a suitable homogene
Lie group structure onRN+1. In Section 3 we recall the main results onL that are neede
in the sequel and we prove a Nash type upper bound. Section 4 is devoted to the p
Theorem 1.1.

2. The geometric framework

In this section we set the notations and recall some known facts about Eq. (1.1).
We denote by∇ = (∂x1, . . . , ∂xN ), 〈·, ·〉, respectively, the gradient and the inner prod

in R
N and we recall notation (1.3). For greater convenience, we rewrite operatorL in (1.1)

in the compact form

L= div(A∇)+ Y, (2.1)

whereA= (aij )1�i,j�N is theN ×N matrix withaij ≡ 0 if i > m or j >m.
The constant coefficients operatorLµ in (1.8) has the remarkable property of bei

invariant with respect to a Lie product inRN+1. More precisely, we let

E(s)= exp(−sBT ), s ∈R, (2.2)
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(H2):

)

to the
and we denote by*ζ , ζ ∈R
N+1, the left translation*ζ (z)= ζ ◦ z in the group law

(x, t) ◦ (ξ, τ )= (ξ +E(τ)x, t + τ
)
, (x, t), (ξ, τ ) ∈R

N+1, (2.3)

then we have

Lµ(u ◦ *ζ )= (Lµu) ◦ *ζ .
Let us explicitly note that the Lie product “◦” does not depend onµ> 0.

If L satisfies hypothesis (H2), it is not restrictive to assume that the matrixB has the
form (1.6). Then the dilations associated toLµ are given by

δr (x, t)=
(
D(r)x, r2t

)
, r > 0, (x, t) ∈R

N+1, (2.4)

where

D(r)= diag(rIm0, r
3Im1, . . . , r

2q+1Imq ) (2.5)

andImk denotes themk × mk identity matrix. In the sequel we shall need the followi
simple identity:

r2D(r)B = BD(r), ∀r > 0. (2.6)

By reader’s convenience, we write more explicitly the second assertion in hypothesis

Lµ(u ◦ δr)= r2(Lµu) ◦ δr , ∀r,µ > 0. (2.7)

Remark 2.1. A transformation of the form

ζ �→ z0 ◦ δr (ζ ), r > 0, z0 ∈R
N+1, (2.8)

preserves the class of differential equations considered. More precisely, ifu is a weak
solution ofL then the function

v(ζ )= u
(
z0 ◦ δr(ζ )

)
is a solution ofLÃ whereÃ(ζ ) = A(z0 ◦ δr(ζ )). Note thatLÃ satisfies hypothesis (H1
and (H2) with the same constantλ of L and it has the same first-order partY .

We next give the explicit expression of the fundamental solutionΓµ of Lµ with pole at
the origin. By using notation (1.4) we have

Γµ(x, t)=
{

(4πµ)−N/2√
detC(t) exp

(− 1
4µ 〈C−1(t)x, x〉), if t > 0,

0, if t � 0.

In view of the invariance properties ofLµ, it is not difficult to show that

Γµ(z, ζ )= Γµ(ζ
−1 ◦ z)= r−QΓµ

(
δr (ζ

−1 ◦ z)) (2.9)

for everyz ∈R
N+1 \ {0}, r,µ > 0, where

Q=m+ 3m1+ · · · + (2q + 1)mq. (2.10)

The natural numberQ + 2 is usually called thehomogeneous dimension ofR
N+1 with

respect to(δr)r>0. This denomination is proper since the JacobianJ δr equalsrQ+2.
We next show that any Gaussian function which is homogeneous with respect

dilation group(δr)r>0 can be bounded by a suitable fundamental solutionΓµ.
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Remark 2.2. A simple consequence of the(δr)r>0-invariance ofΓµ is the following iden-
tity (see Eq. (1.22) in [10]):

C(t)=D(
√
t )C(1)D(

√
t ), ∀t > 0.

Then, sinceC(1) is a strictly positive symmetric matrix, we find that for every positivk
there exist two positive constantsC andµ, only dependent onk andB, such that

t−Q/2 exp

(
−k
∣∣∣∣D
(

1√
t

)
x

∣∣∣∣
2)

� t−Q/2 exp

(
− 1

4µ

〈
C−1(1)D

(
1√
t

)
x,D

(
1√
t

)
x

〉)

� CΓµ(x, t)

for any(x, t) ∈R
N+1.

We finally introduce a norm which is homogeneous of degree one with respe
(δr)r>0. Letα1, . . . , αN be the positive integers such that

D(r)= diag(rα1, . . . , rαN ) (2.11)

with D(·) defined in (2.5). We set‖z‖ = / if z �= 0 and/ is the unique positive solution t
the equation

∣∣δ1//(z)
∣∣2= x2

1

/2α1
+ x2

2

/2α2
+ · · · + x2

N

/2αN
= 1.

It is clear that‖z‖ = 1 if and only if |z| = 1, moreover∥∥δr (z)∥∥= r‖z‖, r > 0, z ∈R
N+1.

3. Some known results

In this section we recall the main known results concerning the operatorL, with variable
coefficients, that are needed in the sequel. We also prove an upper bound forΓ analogous
to the one by Nash [18].

The first result, proved in [21], concerns the case of Hölder continuous coefficien

Theorem 3.1. Let L be as in(2.1) verifying hypotheses(H1), (H2),and assume that th
matrixA has Hölder continuous entries with respect to the homogeneous norm‖ · ‖. Then
there exists a fundamental solutionΓ for L, which is a function defined on(RN+1 ×
R

N+1) \ {(z, z): z ∈R
N+1} which satisfies the following conditions:

(i) For fixedζ ∈R
N+1, Γ (·, ζ ) is a solution to(2.1) in R

N+1 \ {ζ };
(ii) For every continuous functionϕ in R

N , if x ∈R
N then

lim
t→τ+

∫
RN

Γ (x, t, ξ, τ )ϕ(ξ) dξ = ϕ(x).
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MoreoverΓ has the following properties:∫
RN

Γ (x, t, ξ, τ ) dξ = 1, t > τ, (3.1)

Γ (x, t, ξ, τ )=
∫

RN

Γ (x, t, y, s)Γ (y, s, ξ, τ ) dy, τ < s < t. (3.2)

The functionΓ ∗(ζ, z) = Γ (z, ζ ) is the fundamental solution to the adjoint operatorL∗
of L, defined by

L∗ = div(A∇)− Y,

and it satisfies the dual statements of(i), (ii), (3.1), and(3.2).

The second result was proved in [20] and it is aL∞ bound for the solutions toLu= 0.
For the next statement, we have to introduce a family of cylinders defined in terms
Lie product (2.3) and the dilations (2.4) onR

N+1 naturally associated toL. Consider the
Euclidean cylinder

R1=
{
(x, t) ∈R

N ×R | |x|< 1, |t|< 1
}
.

For everyz0= (x0, t0) ∈R
N+1 andr > 0, we set

Rr(z0)≡ z0 ◦
(
δr (R1)

)= {z ∈R
N+1 | z= z0 ◦ δr(ζ ), ζ ∈ R1

}
(3.3)

and

R−r (z0)=Rr(z0)∩ {t < t0}. (3.4)

We recall that aweak solutionof (1.1) is a functionu such thatu, ∂x1u, . . . , ∂xmu, Yu ∈L2
loc

and ∫
−〈A∇u,∇ϕ〉 + ϕYu= 0, ∀ϕ ∈ C∞0 . (3.5)

In this note we only need to consider classical solutions which are, obviously, sol
also in the weak sense.

Theorem 3.2. Let u be a weak solution of(1.1) in a domainΩ . Let z0 ∈ Ω and r, /,
0< r/2 � / < r, be such thatRr(z0)⊆Ω . Then there exists a positive constantC which
depends only onλ and on the matrixB, such that

sup
R/(z0)

|u|�
(

C

(r − /)Q+2

∫
Rr (z0)

|u|p
)1/p

, ∀p � 1. (3.6)

As a straightforward application of Theorem 3.2, we get the following
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Theorem 3.3 (Nash upper bound).Let Γ be a fundamental solution of the operatorL

satisfying the hypotheses(H1)and(H2). Then there exists a positive constantC, dependen
only onλ andB, such that

Γ (x, t, ξ, τ ) � C

(t − τ )Q/2
, ∀x, ξ ∈R

N, t > τ. (3.7)

Proof. We simply rely on Theorem 3.2 and on (3.1) of Theorem 3.1. Indeed,

Γ (x, t, ξ, τ )� sup
R√t−τ/2(z)

Γ (·, ·, ξ, τ ) (by Theorem 3.2)

� C

(t − τ )(Q+2)/2

∫∫
R√t−τ (z)

Γ (x ′, t ′, ξ, τ ) dx ′ dt ′

� C

(t − τ )(Q+2)/2

∫∫
RN×]τ,τ+2(t−τ )[

Γ (x ′, t ′, ξ, τ ) dx ′ dt ′

= 2C(t − τ )

(t − τ )(Q+2)/2
.

This completes the proof.✷
Corollary 3.4. There exists a positive constantC, dependent only onλ andB, such that∫

RN

Γ 2(x, t, ξ, τ ) dξ � C

(t − τ )Q/2
,

∫
RN

Γ 2(x, t, ξ, τ ) dx � C

(t − τ )Q/2
,

for anyx, ξ ∈R
N , t > τ .

4. The Aronson type bound

In this section we adapt the Aronson’s method to prove Theorem 1.1. In the s
the letterC denotes a positive constant, dependent only onλ and on the matrixB, which
is not always the same. Then, to avoid confusion, we use the symbols� (respectively,�)
instead of= (respectively,�), to warn the reader of the change of value ofC in subsequen
expressions.

We first give some preliminary results.

Theorem 4.1. Letu0 be anL2(RN) function such thatu0(x)= 0 for |x−y|< σ , wherey ∈
R

N andσ > 0 are fixed. Suppose thatu is a bounded solution to(1.1) in R
N×]η,η+ σ 2]

with initial valueu(x,η)= u0(x). Then, for anys which satisfies0< s − η � min{1, σ 2},
we have∣∣u((y, η) ◦ (0, s − η)

)∣∣� C(s − η)−Q/4 exp

(
− σ 2

C(s − η)

)
‖u0‖L2(RN), (4.1)

where the constantC > 0 depends only uponλ andB.
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Proof. We first prove the thesis in the case(y, η)= (0,0).

Proceeding as in the proof of Theorem 2 in paper [1] by Aronson, our first goal
show that∫

RN

e2hu2|t=τ dx − 2
∫∫

RN×]0,τ [
e2hu2(2〈A∇mh,∇mh〉 − Yh

)
dx dt

�
∫

RN

e2hu2|t=0dx, (4.2)

where the functionh is defined as follows (recall notation (2.11)):

h(x, t)=−∣∣D((kϕ(t))−1/2)
x
∣∣2=− N∑

j=1

x2
j

(kϕ(t))αj
, 0< t � s,

andϕ(t)= 2s− t . To prove (4.2), we consider, forR � 2, a functionγR ∈ C∞0 (RN, [0,1])
such thatγR(x) ≡ 1 for |x| � R − 1, γR(x) ≡ 0 for |x| � R, and |∇γR| is bounded by
a constant independent ofR. Then we multiply both sides of (1.1) byγRe2hu and we
integrate overRN×]0, τ [, 0< τ � s. After some standard computations, we get∫

RN

γ 2
Re

2hu2|t=τ dx − 2
∫∫

RN×]0,τ [
γ 2
Re

2hu2(2〈A∇mh,∇mh〉 − Yh
)
dx dt

�
∫

RN

γ 2
Re

2hu2|t=0dx +
∫∫

RN×]0,τ [
e2hu2(4λ|∇mγR|2+ ∣∣Yγ 2

R

∣∣)dx dt.

We next letR go to infinity in the above equation. Sinceu is bounded ande2h(x,t) �
e−|x|2/(2ks), the last integral tends to zero and we get (4.2).

We now claim that, by a suitable choice ofk > 0 only dependent onλ andB, we have

2〈A∇mh,∇mh〉 − Yh � 0, in R
N×]0, s]. (4.3)

Indeed, sinceα1= · · · = αm = 1 and

∂xj h(x, t)=−
2xj
kϕ(t)

, j = 1, . . . ,m,

we have

〈A∇mh,∇mh〉� 4λ

kϕ(t)

m∑
j=1

x2
j

kϕ(t)
� 4λ

kϕ(t)

∣∣h(x, t)∣∣.
On the other hand,

−Yh(x, t)=−〈x,B∇h(x, t)〉+ ∂th(x, t)= 2
〈
x,BD

((
kϕ(t)

)−1)
x
〉+ ∂th(x, t).

By (2.6), we have〈
x,BD

((
kϕ(t)

)−1)
x
〉= 1 〈

D
((
kϕ(t)

)−1/2)
x,BD

((
kϕ(t)

)−1/2)
x
〉
,

kϕ(t)
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then

−Yh(x, t)= 2

kϕ(t)

〈
D
((
kϕ(t)

)−1/2)
x,BD

((
kϕ(t)

)−1/2)
x
〉− ∂t

N∑
j=1

x2
j

(kϕ(t))αj

� 1

kϕ(t)

(
2‖B‖∣∣D((kϕ(t))−1/2)

x
∣∣2− k

N∑
j=1

αjx
2
j

(kϕ(t))αj

)

� |h(x, t)|
kϕ(t)

(
2‖B‖ − k

)
.

Consequently, we get

2〈A∇mh,∇mh〉 − Yh � |h(x, t)|
kϕ(t)

(
8λ+ 2‖B‖ − k

)
,

and therefore (4.3) obviously follows withk = k(λ,B).
From (4.3) and (4.2), we derive the inequality

max
t∈ ]0,s[

∫
|D(2/

√
s )x|�1

e2h(x,t)u2(x, t) dx � max
t∈ ]0,s[

∫
RN

e2h(x,t)u2(x, t) dx

�
∫
|x|�σ

e2h(x,0)u2
0(x) dx. (4.4)

As a consequence, we obtain the followingL2
loc estimate which is a weak version

(4.1):

max
t∈ ]0,s[

∫
|D(2/

√
s )x|�1

u2(x, t) dx � e1/(2k) exp

(
−Cσ 2

ks

)
‖u0‖2L2(RN)

. (4.5)

To prove (4.5) we observe that, if|D(2/
√
s )x|� 1, then

−2h(x, t) � 2

∣∣∣∣D
(

1√
ks

)
x

∣∣∣∣
2

= 2

∣∣∣∣D
(

1

2
√
k

)
D

(
2√
s

)
x

∣∣∣∣
2

� 1

2k
(4.6)

for everyt ∈]0, s]. On the other hand, if|x|� σ , we have

−2h(x,0)= 2

∣∣∣∣D
(

1√
2ks

)
x

∣∣∣∣
2

(since, by our assumption,s � 1, there exists a constantC = C(λ,B) > 0 such that)

� C|x|2
ks

� Cσ 2

ks
. (4.7)

Plugging (4.6) and (4.7) in (4.4), we easily obtain (4.5). We next rely on Theorem
in order to get the desired estimate (4.1):
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lines

wing
∣∣u(0, s)∣∣2 � sup
R−√

s/4
(0,s)

|u|2 � C

s(Q+2)/2

∫∫
R−√

s/2
(0,s)

u2(x, t) dx dt

= C

s(Q+2)/2

s∫
3s/4

∫
|D(2/

√
s )x|�1

u2(x, t) dx dt (by (4.5))

� C

sQ/2 exp

(
− σ 2

Cs

)
‖u0‖2L2(RN)

,

where the constantC = C(λ,B). This yields (4.1) in the case(y, η)= (0,0).
For the general case, fixedu andu0 as in the statement and(y, η), we set

v(x, t)= u
(
(y, η) ◦ (x, t)), v0(x)= u0(x + y), x ∈R

N, t > 0.

We observe thatv0(x)= 0 for |x − y|� σ . Moreover, by Remark 2.1, if̃A= A ◦ *(y,η),
we have

LÃv = 0, and v(·,0)= v0.

Thus, as in the preceding case, we get

∣∣u((y, η) ◦ (0, s − η)
)∣∣= ∣∣v(0, s − η)

∣∣� C

(s − η)Q/4
exp

(
− σ 2

C(s − η)

)
‖v0‖L2(RN)

and this yields the thesis.✷
Theorem 4.1 has the following dual version. The proof follows exactly the same

and, for this reason, will be omitted.

Theorem 4.2. Letu0, y, andσ be as in the previous statement. Suppose thatu is a bounded
solution to the adjoint operatorL∗ in R

N×]η− σ 2, η] with final valueu(x,η)= u0(x).
Then, for anys which satisfies0< η− s � min{1, σ 2}, we have

∣∣u((y, η) ◦ (0, s − η)
)∣∣� C(η− s)−Q/4 exp

(
− σ 2

C(η− s)

)
‖u0‖L2(RN), (4.8)

where the constantC > 0 depends only uponλ andB.

As a simple consequence of the above Theorems 4.1 and 4.2 we obtain the follo

Lemma 4.3. If σ > 0 and0< s − η � min{1, σ 2}, then∫
|ξ−E(η−s)x|�σ

Γ 2(x, s, ξ, η) dξ � C

(s − η)Q/2
exp

(
− σ 2

C(s − η)

)
, x ∈R

N, (4.9)

for some constantC = C(λ,B) > 0. Analogously, if0< η− s � min{1, σ 2}, we have∫
|ξ−E(η−s)x|�σ

Γ 2(ξ, η, x, s) dξ � C

(η− s)Q/2
exp

(
− σ 2

C(η− s)

)
, x ∈R

N . (4.10)
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tting

re

t
ce of

)

Proof. We only give the proof of (4.9), since the one of (4.10) is analogous. Se
(y, η)= (x, s) ◦ (0, η− s), estimate (4.9) reads∫

|ξ−y|�σ

Γ 2((y, η) ◦ (0, s − η), ξ, η
)
dξ � C

(s − η)Q/2
exp

(
− σ 2

C(s − η)

)
. (4.11)

We consider the function

u(x ′, t)=
∫

|ξ−y|�σ

Γ (x ′, t, ξ, η)Γ
(
(y, η) ◦ (0, s − η), ξ, η

)
dξ,

which is a non-negative solution to (1.1) in the set{t > η}, with initial conditionu(x ′, η)
= 0 for |x ′ − y| < σ and u(x ′, η) = Γ ((y, η) ◦ (0, s − η), x ′, η) for |x ′ − y| � σ . By
choosing(x ′, t)= (y, η) ◦ (0, s − η) and by Theorem 4.1, we obtain∫

|ξ−y|�σ

Γ 2((y, η) ◦ (0, s − η), ξ, η
)
dξ = u

(
(y, η) ◦ (0, s − η)

)

� C

(s − η)Q/4 exp

(
− σ 2

C(s − η)

)(∫
Γ 2((y, η) ◦ (0, s − η), ξ, η

)
dξ

)1/2

,

and we get the thesis by Corollary 3.4.✷
We are now in position to give the

Proof of Theorem 1.1. We start by proving that

Γ (x,1) � Ce−|x|2/C (4.12)

for everyx ∈ R
N with C = C(λ,B) > 0. As noticed in Remark 2.2, it follows that the

exist two positive constantC andµ such that

Γ (x,1) � CΓµ(x,1), ∀x ∈R
N . (4.13)

Here,Γµ denotes the fundamental solution toLµ in (1.8) with pole at the origin. We firs
prove (4.12), then we will conclude the proof of Theorem 1.1 by using the invarian
Lµ andΓµ with respect to the dilations and the translations groups.

Fixedx ∈R
N , we set

σ = |x|
2‖E(1/2)‖ ,

whereE(·) is defined in (2.2) and we assume thatσ � 1. By the reproduction property (3.2
we have

Γ (x,1)=
∫
N

Γ (x,1, ξ,1/2)Γ (ξ,1/2,0,0) dξ.
R
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l

.4 to

and by

of

to the
We split the integral overRN into an integralJ1 over|ξ −E(−1/2)x|> σ and an integra
J2 over|ξ −E(−1/2)x|� σ . By the Schwartz inequality, we have

(J1)
2 �

∫
|ξ−E(−1/2)x|>σ

Γ 2(x,1, ξ,1/2) dξ
∫

|ξ−E(−1/2)x|>σ

Γ 2(ξ,1/2,0,0) dξ

(using (4.9) of Lemma 4.3 to estimate the first integral on the right and Corollary 3
estimate the second one)

� Ce−σ2/C �Ce−|x|2/C.
Aiming to use (4.10) of Lemma 4.3 to estimateJ2, we first remark that∣∣ξ −E(−1/2)x

∣∣� σ ⇒ |ξ |� σ. (4.14)

Indeed, we have

|x| = ∣∣E(1/2)E(−1/2)x
∣∣� ∥∥E(1/2)

∥∥∣∣E(−1/2)x
∣∣,

so that∣∣E(−1/2)x
∣∣� |x|
‖E(1/2)‖ = 2σ,

and this proves (4.14). ThusJ2 is dominated by the integral over|ξ | � σ which can be
estimated with the same argument used above, by means of (4.10) of Lemma 4.3
Corollary 3.4. Therefore we have completed the proof of the bound ofΓ in the case|x|�
2‖E(1/2)‖. On the other hand, if|x|< 2‖E(1/2)‖, then (4.12) is a direct consequence
Theorem 3.3.

The above argument proves (4.13). We next use (4.13) to deduce that

Γ (x, t) � CΓµ(x, t), ∀x ∈R
N, t > 0. (4.15)

Set

Γ (r) = rQΓ ◦ δr , r > 0.

By Remark 2.1,Γ (r) is a fundamental solution of the operator

div(A(r)∇)+ Y, A(r) =A ◦ δr,
which satisfies (H1) with the same constantλ. Therefore we have, by (4.13) and (2.9),

Γ (x, t)= t−Q/2Γ (
√
t )
(
D(t−1/2)x,1

)
� Ct−Q/2Γµ

(
D(t−1/2)x,1

)= CΓµ(x, t),

and then (4.15) follows.
We next conclude the proof of the theorem by using the invariance with respect

translations. Letz= (x, t), ζ = (ξ, τ ) ∈R
N+1 with t > τ . We set

Γ̃ ( z̃, ζ̃ )= Γ (ζ ◦ z̃, ζ ◦ ζ̃ ).
ThenΓ̃ (·, ζ̃ ) is a fundamental solution of the operator

div(Ã∇)+ Y, Ã= A ◦ *ζ ,
which satisfies (H1) with the same constantλ. Therefore, by (4.15) and (2.9) we have

Γ (z, ζ )= Γ̃ (ζ−1 ◦ z,0) � CΓµ(ζ
−1 ◦ z,0)= CΓµ(z, ζ ),

and this completes the proof of Theorem 1.1.✷
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