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We describe an extension of Gaussian interest rate models studied in literature. In our model, the instantaneous spot rate \( r \) is the sum of several correlated stochastic processes plus a deterministic function. We assume that each of these processes has a Gaussian distribution with time-dependent volatility. The deterministic function is given by an exact fitting to observed term structure. We test the model through various numeric experiments about the goodness of fit to European swaptions prices quoted in the market. We also show some critical issues on calibration of the model to the market data after the credit crisis of 2007.

1. Introduction

A short-rate model for the term structure of interest rates is based on the assumption of a specific dynamics for the instantaneous spot-rate process \( r \) (for the definition of \( r \), we refer for instance to the monographs [1–3]). These models were the first approach to describe and explain the shape and the moves of the term structure of interest rates. Moreover, these models are very convenient since the dynamics of the instantaneous spot rate drives all the term structure, in the sense that both rates and prices of bonds are defined as an expectation of a functional of \( r \). Indeed, the existence of a risk-neutral measure \( Q \) implies that the price at time \( t \) of a contingent claim with payoff \( H_T \) at time \( T > t \) is given by

\[
H_t = E_t \left[ e^{-\int_t^T r(s) \, ds} H_T \right],
\]

where \( E_t \) denotes the time \( t \)-conditional expectation under the measure \( Q \). In this paper, we describe all processes under the risk-neutral measure \( Q \) (for the definition and the existence of \( Q \), we refer to the monographs [1–4]).
A full description of the main short-rate models can be found in [1–3, 5]. Here, we only recall that these models belong to two general classes: the endogenous ones, in which the observed term structure is an output, and exogenous model, in which the observed term structure is an input. A basic strategy to transform an endogenous model to an exogenous one is the inclusion of time-dependent parameters to fit exactly the observed term structure. In fact, matching exactly the term structure is equivalent to solving a system with an infinite number of equations, and this is possible only after introducing an infinite number of parameters or, equivalently, a deterministic function of time.

In this paper, we describe a general exogenous model in which the instantaneous spot rate \( r \) is the sum of several correlated Gaussian stochastic processes with time-dependent volatility plus a deterministic function which allows an exact fitting to the observed term structure. We derive an explicit formula for discount bond, and we recall a formula to approximate a European swaption price proposed by Schrager and Pelsser in [6], that can be used to calibrate the model to the market data. To do that, we also derive the dynamics of the \( r \) under the \( T \) forward measure, that is, the measure associated with the zero coupon bond maturing at time \( T \) (see [1–4]).

In literature, a model in which the instantaneous spot rate is given by the sum of two correlated Gaussian processes plus a deterministic function is known as the G2++ model. This model with constant parameters is widely studied in [2]. Moreover, the G2++ model is equivalent to the well-known two-factor Hull-White model (see for instance [5, 7, 8]). We also note that one Gaussian process plus a deterministic function is equivalent to the well-known Hull-White model (see [5, 7, 9]). In this paper, we propose a common notation for the general case in which there are \( n \) correlated Gaussian processes with time-dependent volatility. In order to use the same notation as in [2], we will refer to this model as the \( G^n++ \) model. The aim of this paper is not only to provide a common notation to unify multivariate Gaussian models with an exact fit to the observed term structure. With several numerical examples, we will show that the G1++ and G2++ models with constant parameters worked well before August 2007, the beginning of the so-called “credit-crunch” crisis. Then, August 2007 arrived and one of the several consequences of the liquidity and credit crisis was an explosion of the swaptions volatility, specially for swaptions with short tenor and maturity. Since August 2007, the swaptions volatility surface has become very unsmooth. At the money (ATM) swaptions volatility surface at 31/12/2006 and 31/12/2011 are, respectively, shown in Tables 1 and 2 (value in percentage).

With the volatility as in Table 2, the G1++ and G2++ models with constant parameters do not work well, in the sense that it’s impossible to have a good fit to the market data. To improve the calibration to ATM swaptions volatility surface at 31/12/2011, we increase the number of factors and take a functional specification for the volatility of the processes. We test a calibration to swaptions prices proposed by Schrager and Pelsser in [6]. In our experiment, to optimize parameters, we use the differential evolution algorithm as implemented in R through the package DEoptim.

In order to make the reader familiar with the notations, we start, in Section 2, with one factor model and then, in Section 3, we describe the general \( n \) factor model. In Section 4, we show our numerical results. Finally, in Section 5, we summarize our results and discuss future developments.

As a final remark, we note that the Gaussian distribution of the processes allows a good analytical tractability and the construction of efficient and fairly fast numerical procedures for pricing any type of payoff. On the other hand, the Gaussian distribution of the processes leads
Table 1: ATM swaptions volatility at 31/12/2006.

<table>
<thead>
<tr>
<th>T/Tenor</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.45</td>
<td>13.8</td>
<td>14.5</td>
<td>14.35</td>
<td>13.9</td>
</tr>
<tr>
<td>2</td>
<td>14.4</td>
<td>14.75</td>
<td>14.8</td>
<td>14.5</td>
<td>14.1</td>
</tr>
<tr>
<td>5</td>
<td>14.7</td>
<td>14.7</td>
<td>14.25</td>
<td>13.9</td>
<td>13.55</td>
</tr>
<tr>
<td>7</td>
<td>14.05</td>
<td>14</td>
<td>13.55</td>
<td>13.3</td>
<td>13.1</td>
</tr>
<tr>
<td>10</td>
<td>12.95</td>
<td>13</td>
<td>12.8</td>
<td>12.6</td>
<td>12.45</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>11.95</td>
<td>12</td>
<td>11.9</td>
<td>11.85</td>
</tr>
<tr>
<td>20</td>
<td>11.45</td>
<td>11.5</td>
<td>11.65</td>
<td>11.6</td>
<td>11.65</td>
</tr>
</tbody>
</table>

Table 2: ATM swaptions volatility at 31/12/2011.

<table>
<thead>
<tr>
<th>T/Tenor</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59.6</td>
<td>49</td>
<td>43.9</td>
<td>40.5</td>
<td>39.2</td>
</tr>
<tr>
<td>2</td>
<td>59.4</td>
<td>46.7</td>
<td>38.8</td>
<td>36.5</td>
<td>35.2</td>
</tr>
<tr>
<td>5</td>
<td>34.5</td>
<td>31.4</td>
<td>29.3</td>
<td>28.5</td>
<td>28.1</td>
</tr>
<tr>
<td>7</td>
<td>29.4</td>
<td>27.9</td>
<td>26.1</td>
<td>25.9</td>
<td>26.6</td>
</tr>
<tr>
<td>10</td>
<td>24.7</td>
<td>24.3</td>
<td>24.3</td>
<td>25</td>
<td>26.5</td>
</tr>
<tr>
<td>15</td>
<td>25.8</td>
<td>26.4</td>
<td>28</td>
<td>29</td>
<td>30.5</td>
</tr>
<tr>
<td>20</td>
<td>31.6</td>
<td>32.1</td>
<td>33.1</td>
<td>33.8</td>
<td>34</td>
</tr>
</tbody>
</table>

to the possibility of negative rates and so the model is hardly applicable to some concrete problems.

2. The G1++ Model

In this section, we assume that the dynamics of the instantaneous short-rate process under the risk-neutral measure $Q$ is given by

$$r(t) = x(t) + f(t),$$ (2.1)

where the process \{x(t) : t \geq 0\} satisfies the stochastic differential equation

$$dx(t) = -ax(t)dt + \sigma(t)dW(t),$$ \hspace{1cm} (2.2)

where $a$ is a positive constant, $\sigma(t)$ is a deterministic function of time that is regular enough to ensure the existence and uniqueness of a solution, and $W(t)$ is a standard Brownian motion. The function $f$ is deterministic and is given by an exact fitting to the term structure of discount factor observed in the market. Using the same notation as in [2], we will refer to this model as the G1++ model.

Integrating equation (2.2), we have, for each $s \leq t$,

$$r(t) = x(s)e^{-a(t-s)} + \int_s^t \sigma(u)e^{-a(t-u)}dW(u) + f(t).$$ (2.3)
Therefore, \( r(t) \) conditional to \( F_s \), the \( \sigma \)-field representing the information available in the market up to time \( s \) (see for instance [1, 2, 4]) is normally distributed with mean and variance given by

\[
E[r(t) \mid F_s] = x(s)e^{-a(t-s)} + f(t),
\]

\[
\text{VAR}[r(t) \mid F_s] = \int_s^t \sigma^2(s)e^{-2a(t-u)}du,
\]

(2.4)

where \( E \) and \( \text{VAR} \) denote the mean and the variance under the measure \( Q \), respectively. In the case \( \sigma(t) = \sigma \) is a positive constant function, we have

\[
\text{VAR}[r(t) \mid F_s] = \sigma^2 \int_s^t e^{-2a(t-u)}du = \frac{\sigma^2}{2a} \left(1 - e^{-2a(t-s)}\right).
\]

(2.5)

We denote by \( P(t,T) \) the price at time \( t \) of a zero coupon bond maturing at time \( T \) with unit nominal value. The existence of the risk-neutral measure \( Q \) implies that

\[
P(t,T) = E\left[e^{-\int_t^T r(u)du} \mid F_t\right].
\]

(2.6)

The model fits the current observed term structure of the discount factor if, for each maturity \( T \), the discount factor \( P(0,T) \) is equal to the one observed in the market \( P^M(0,T) \). To calculate \( P(0,T) \), we have to integrate the process \( r(t) \) over the interval \([0,T]\). Notice that, since the process \( x(t) \) is normally distributed conditional on \( F_0 \), then also \( \int_0^T x(t)dt \) is itself normally distributed. Indeed, by Fubini’s Theorem for stochastic integral (see [3]), we have

\[
\int_0^T x(t)dt = \int_0^T \int_0^t \sigma(u)e^{-a(t-u)}dW(u)dt
\]

\[
= \int_0^T \sigma(u)e^{au} \int_u^T e^{-at}dtdW(u)
\]

\[
= \int_0^T \frac{\sigma(u)}{a} \left(1 - e^{-a(T-u)}\right)dW(u).
\]

(2.7)

So, the integral \( \int_0^T x(t)dt \) is normally distributed with mean zero and variance

\[
\text{VAR}\left[\int_0^T x(t)dt \mid F_0\right] = \int_0^T \frac{\sigma^2(u)}{a^2} \left(1 - e^{-a(T-u)}\right)^2 du = V(0,T).
\]

(2.8)

In the case \( \sigma(t) = \sigma \) is a positive constant function, we have

\[
V(0,T) = \frac{\sigma^2}{a^2} \left( T - 2 \frac{1 - e^{-aT}}{a} + \frac{1 - e^{-2aT}}{2a} \right).
\]

(2.9)
Finally, recalling that if $Z$ is normal random variable with mean $\mu_Z$ and variance $\sigma_Z^2$, then $E[e^Z] = e^{\mu_Z+(1/2)\sigma_Z^2}$, we have

$$P(0, T) = E\left[e^{-\int_0^T r(t) dt}\right] = E\left[e^{-\int_0^T (x(t)+f(t)) dt}\right] = e^{-\int_0^T f(t) dt} E\left[e^{-\int_0^T x(t) dt}\right]$$

$$= e^{-\int_0^T f(t) dt} e^{+(1/2)V(0,T)}.$$  \hfill(2.10)

Clearly, the model gives an exact fitting to the market term structure of the discount factors if and only if

$$P_M(0, T) = P(0, T)$$  \hfill(2.11)

for every $T > 0$. By (2.10), we have

$$P_M(0, t) = e^{-T_0^T f(t) dt} e^{+(1/2)V(0,T)}.$$  \hfill(2.12)

So, the model gives an exact fitting to the market term structure of the discount factors if and only if for every $T > 0$

$$e^{-\int_0^T f(t) dt} = P_M(0, T)e^{-(1/2)V(0,T)}.$$  \hfill(2.13)

To have an explicit expression of $f$, denoting by $f_M(0, T)$ the market instantaneous forward rate, that is,

$$P_M(0, T) = e^{-\int_0^T f_M(0,t) dt}.$$  \hfill(2.14)

We can write (2.12)

$$e^{-\int_0^T f_M(0,t) dt} = e^{-\int_0^T f(t) dt} e^{+(1/2)V(0,T)}.$$  \hfill(2.15)

Then the exponents on both sides of (2.15) agree, and by differentiation we get

$$f (T) = f_M(0, T) + \int_0^T \frac{\sigma^2(u)}{a} \left(1 - e^{-a(T-u)}\right) e^{-a(T-u)} du$$  \hfill(2.16)

and so, in the case $\sigma(t) = \sigma$ is a positive constant function, the model perfect fits the market term structure of the discount factor if and only if for every $T > 0$

$$f (T) = f_M(0, T) + \frac{\sigma^2}{2a^2} \left(1 - e^{-aT}\right)^2.$$  \hfill(2.17)
However, to calculate $P(t, T)$ for every $0 < t < T$, we point out that we don’t need to compute the whole $f$ curve. This is very important in order to implement the model. In fact, arguing as in (2.7), we can prove that

$$\int_t^T x(s) ds = x(t) \frac{1 - e^{-a(T-t)}}{a} + \int_t^T \sigma(u) \left(1 - e^{-a(T-u)}\right) dW(u). \quad (2.18)$$

In particular, the integral $\int_t^T x(s) ds$ conditional on $F_t$ is normally distributed with mean and variance given by

$$E\left[\int_t^T x(s) ds \mid F_t\right] = x(t) \frac{1 - e^{-a(T-t)}}{a}$$

$$\text{VAR}\left[\int_t^T x(s) ds \mid F_t\right] = \int_t^T \frac{\sigma^2(u)}{a^2} \left(1 - e^{-a(T-u)}\right)^2 du = V(t, T) \quad (2.19)$$

and, in the case $\sigma(t) = \sigma$ is a positive constant function

$$V(t, T) = \frac{\sigma^2}{2a^2} \left(T - t - 2 \frac{1 - e^{-a(T-t)}}{a} + \frac{1 - e^{-2a(T-t)}}{2a}\right). \quad (2.20)$$

So, we have

$$P(t, T) = E\left[e^{-\int_t^T r(s) ds}\right] = E\left[e^{-\int_t^T x(s) + f(s) ds}\right]$$

$$= e^{-\int_t^T f(s) ds} E\left[e^{-\int_t^T x(s) ds}\right]$$

$$= e^{-\int_t^T f(s) ds} e^{\int_t^T f(s) ds} e^{-\int_t^T (1 - e^{-a(T-t)})/a} x(t) e^{(1/2)\sqrt{V(t, T)}}$$

(by (2.13))

$$= \frac{PM(0, T)}{PM(0, t)} e^{(1/2)[V(t, T) - V(0, T) + V(0, T)]} e^{-\int_t^T (1 - e^{-a(T-t)})/a} x(t)$$

$$= A(t, T) e^{-B(t, T)x(t)}, \quad (2.21)$$

where,

$$A(t, T) = \frac{PM(0, T)}{PM(0, t)} e^{(1/2)[V(t, T) - V(0, T) + V(0, T)]},$$

$$B(t, T) = \frac{1 - e^{-a(T-t)}}{a}. \quad (2.22)$$

Expression (2.21) is very important in simulation. We note that to generate $P(t, T)$, we need only the market discount curve and the process $x(t)$. From $P(t, T)$, we could derive all the other rates (forward rates, swap rates, etc.).
In order to derive an explicit formula of the price of an European swaption, we need to change the probability measure as indicated by Jamshidian in [10] and more generally by German et al. in [11]. We denote by $Q^T$ the $T$-forward measure, given by choosing a zero coupon bond with maturity $T$ as numéraire. By the Girsanov’s Theorem, the dynamics of the process $x(t)$ under the measure $Q^T$ is given by

$$dx(t) = -ax(t)dt - \sigma^2(t)B(t,T)dt + \sigma dW^T(t),$$

where $W^T$ is a standard Brownian motion under $Q^T$ defined by $dW^T(t) = dW(t) + \sigma(t)B(t,T)dt$. Then, under the measure $Q^T$, the distribution of the process $x(t)$ is still Gaussian; in particular, for every $s \leq t \leq T$, the mean and the variance of the process are given by

$$ET[x(t) \mid F_s] = x(s)e^{-a(t-s)} + MT(s,t),$$
$$\text{VAR}^T[x(t) \mid F_s] = \int_s^t \sigma^2(u)e^{-2a(t-u)}du = \sigma(s,t),$$

where $ET$ and $\text{VAR}^T$ denote, respectively, the mean and the variance under $Q^T$, and

$$MT(t,s) = \int_s^t \sigma^2(u)e^{-a(t-u)}\frac{1-e^{-a(T-u)}}{a}du.$$  \hfill (2.25)

In the case $\sigma(t) = \sigma$ is a positive constant function, we have

$$MT(t,s) = -\frac{\sigma^2}{a^2}\left(1-e^{-a(t-s)}\right) + \frac{\sigma^2}{2a^2}\left(e^{-a(T-t)} - e^{-a(T+t-2s)}\right).$$  \hfill (2.26)

Now, consider an European call swaption with maturity $T$, strike $K$, and nominal value $N$, which gives the holder the right to enter at time $T = t_0$ into a swap with payment dates $\{t_i, \ldots, t_k\}$, $t_0 < t_1, \ldots, t_k$, where he pays the fixed rate $K$ and receives the Libor rate. Jamshidian in [10] showed how a European swaption can be decomposed into a portfolio of options on zero coupon bonds, deriving an exact closed formula for any European swaption. In particular, the price $ES(0, T, K, N)$ at time $0$ of the above swaption is given by

$$ES(0, T, t_k, K, N) = NP(0, T)ET\left[\left(1 - \sum_{i=1}^k c_iP(T, t_i)\right)^+ \mid F_0\right],$$  \hfill (2.27)

where $c_i = K\tau_i$ and $c_k = 1 + K\tau_m$, where $\tau_i$ denotes the year fraction from $t_{i-1}$ to $t_i$, $i = 1, \ldots, k$. Then, by (2.21) we have

$$ES(0, T, t_k, K, N) = NP(0, T)\int_R \left(1 - \sum_{i=1}^k c_iA(T, t_i)e^{-B(T,t_i)x}\right)^+ g(x)dx, \hfill (2.28)$$
where \( g(x) \) denotes the density function of \( x(T) \) conditioned on \( F_0 \) under \( Q^T \), that is,

\[
g(x) = \frac{1}{\sqrt{2\pi \sigma^2(0,T)}} e^{-\frac{(x-M(0,T))^2}{2\sigma^2(0,T)}}.
\]

We also point out that in the case \( \sigma(t) = \sigma \) is a positive constant function, we have \( \sigma^2(0,T) = (\sigma^2/2a)(1-e^{-2adT}) \). Equation (2.28) may be used in order to calibrate the model to the market prices of quoted swaptions. An analytic formula alternative to (2.28) is given by

\[
ES(0,T, t_k, K, N) = NP(0,T) \left( \Phi(-\overline{y}_1) - \sum_{i=1}^{k} c_i A(T,t_i) e^{-B(T,t_i)M(0,T)} e^{B^2(T,t_i)(\sigma^2(0,T)/2)} \Phi(-\overline{y}_2(i)) \right),
\]

where \( \Phi \) is the standard normal cumulative function, \( \overline{y}_1 \) and \( \overline{y}_2(i) \) are given by

\[
\overline{y}_1 = \frac{\overline{y} - M(0,T)}{\sigma(0,T)},
\]

\[
\overline{y}_2(i) = \overline{y}_1 + B(T,t_i)\sigma(0,T),
\]

where \( \overline{y} \) is the unique solution of

\[
\sum_{i=1}^{k} c_i A(T,t_i) e^{-B(T,t_i)\overline{y}} = 1.
\]

To conclude this section, we notice that the \( G_{1++} \) model is perfectly analogous to the one proposed by Hull and White in [7] and known as the Hull-White model.

3. The \( G_{n++} \) model

We now extend the previous one factor model to the multidimensional case. In this section, we assume that the dynamics of the instantaneous short-rate process under the risk-neutral measure \( Q \) is given by

\[
r(t) = \sum_{i=1}^{n} x_i(t) + f(t),
\]

where, for every \( i = 1, \ldots, n \), the process \( \{x_i(t) : t \geq 0\} \) satisfies the stochastic differential equation

\[
dx_i(t) = -a_i x_i(t) dt + \sigma_i(t) dW_i(t),
\]

\[
x_i(0) = 0,
\]

where \( a_i \) is a positive constant, \( \sigma_i(t) \) is a deterministic function of time that is regular enough to ensure the existence and uniqueness of a solution, and \( W_i(t) \) is a standard Brownian
motion. We denote by \( \rho_{ij} \) the instantaneous correlation between \( W_i(t) \) and \( W_j(t) \), for every \( t > 0, i, j = 1, \ldots, n \), \( i \neq j \); we also set \( \rho_{ii} = 1 \), for every \( i = 1, \ldots, n \). We naturally assume that \(-1 \leq \rho_{ij} \leq 1\), and the matrix \((\rho_{ij})_{i,j=1,\ldots,n}\) is symmetric and positive definite. The function \( f \) is deterministic and is given by an exact fitting to the term structure of discount factors observed in the market. Using the same notation as in [2], we will refer to this model as the \( \text{Gn++} \) model.

Integrating equation (3.2), we have, for each \( s \leq t \),

\[
r(t) = \sum_{i=1}^{n} x_i(s) e^{-a_i(t-s)} + \int_{s}^{t} \sigma_i(u) e^{-a_i(u)} dW_i(u) + f(t). \tag{3.3}
\]

Therefore, \( r(t) \) conditional to \( F_s \) is normally distributed with mean and variance given by

\[
E[r(t) | F_s] = \sum_{i=1}^{n} x_i(s) e^{-a_i(t-s)} + f(t),
\]

\[
\text{VAR}[r(t) | F_s] = \sum_{i,j=1}^{n} \int_{s}^{t} \sigma_i(u) \sigma_j(u) \rho_{ij} e^{-a_i(u)} e^{-a_j(u)} du,
\]

where \( E \) and \( \text{VAR} \) denote the mean and the variance under the measure \( Q \), respectively. In the case that for every \( i = 1, \ldots, n \), \( \sigma_i(t) = \sigma_i \) is a positive constant function, we have

\[
\text{VAR}[r(t) | F_s] = \frac{\sigma_i \sigma_j}{a_i + a_j} \rho_{ij} \left( 1 - e^{-(a_i + a_j)(t-s)} \right). \tag{3.5}
\]

The model gives an exact fitting to the currently observed term structure of the discount factors if, for each maturity \( T \), the discount factor \( P(0,T) \) is equal to the one observed in the market \( P^M(0,T) \). To calculate \( P(0,T) \), we have to integrate the process \( r(t) \) over the interval \([0,T]\). Proceeding as in (2.7), we obtain that the integral \( \int_{0}^{T} \sum_{i=1}^{n} x_i(t) dt \), conditional to \( F_0 \), is normally distributed with mean zero and variance given by

\[
\text{VAR} \left[ \int_{0}^{T} \sum_{i=1}^{n} x_i(t) dt | F_0 \right] = \sum_{i,j=1}^{n} \rho_{ij} \int_{0}^{T} \sigma_i(u) \sigma_j(u) \frac{1 - e^{-a_i(T-u)}}{a_i} \frac{1 - e^{-a_j(T-u)}}{a_j} du = V(0,T). \tag{3.6}
\]

In the case that, for every \( i = 1, \ldots, n \), \( \sigma_i(t) = \sigma_i \) is a positive constant function, we have

\[
V(0,T) = \sum_{i,j=1}^{n} \rho_{ij} \frac{\sigma_i \sigma_j}{a_i a_j} \left( T - \frac{1 - e^{-a_i T}}{a_i} - \frac{1 - e^{-a_j T}}{a_j} + \frac{1 - e^{-(a_i+a_j) T}}{a_i + a_j} \right). \tag{3.7}
\]

So, we have

\[
P(0,T) = E \left[ e^{-\int_{0}^{T} r(t) dt} \right] = E \left[ e^{-\int_{0}^{T} \sum_{i=1}^{n} x_i(t) + f(t) dt} \right]
\]

\[= e^{-\int_{0}^{T} f(t) dt} E \left[ e^{-\int_{0}^{T} \sum_{i=1}^{n} x_i(t) dt} \right] = e^{-\int_{0}^{T} f(t) dt} e^{+(1/2)V(0,T)}. \tag{3.8}
\]
Clearly, the model gives an exact fitting to the market term structure of the discount factors if and only if $P^M(0, T) = P(0, T)$, for every $T > 0$, that is,

\[ e^{-\int_0^T f(t) dt} = P^M(0, T) e^{-(1/2)V(0, T)}. \tag{3.9} \]

To have an explicit solution of $f$, denoting by $f^M(0, T)$ the market instantaneous forward rate, we can write (3.9)

\[ e^{-\int_0^T f^M(t) dt} = e^{-\int_0^T f(t) dt} e^{(1/2)V(0, T)}. \tag{3.10} \]

Then, the exponents on both sides of (3.10) agree, and by differentiation we get

\[ f(T) = f^M(0, T) + \sum_{i,j=1}^{n} \rho_{ij} \int_0^T \sigma_i(u) \sigma_j(u) \left( (1 - e^{-a_i(T-u)}) e^{-a_j(T-u)} \frac{1 - e^{-a_j(T-u)}}{a_i} \right) du. \tag{3.11} \]

In the case, for every $i = 1, \ldots, n$, $\sigma_i(t) = \sigma_i$ is a positive constant function, we have

\[ f(T) = f^M(0, T) + \frac{1}{2} \sum_{i,j=1}^{n} \rho_{ij} \frac{\sigma_i \sigma_j}{a_i a_j} \left( 1 - e^{-a_i T} \right) \left( 1 - e^{-a_j T} \right). \tag{3.12} \]

However, as in the G1++, to calculate $P(t, T)$ for every $0 < t < T$, we point out that we do not need to compute the whole $f$ curve. This is very important in order to implement the model. In fact, we can prove that the integral $\int_t^T \sum_{i=1}^{n} x_i(s) ds$, conditional to $F_t$, is normally distributed with mean and variance given by

\[ E \left[ \int_t^T x(s) ds \mid F_t \right] = \sum_{i=1}^{n} x_i(t) \frac{1 - e^{-a_i(T-t)}}{a_i}, \]

\[ \text{VAR} \left[ \int_t^T x(s) ds \mid F_t \right] = \sum_{i,j=1}^{n} \rho_{ij} \int_t^T \sigma_i(u) \sigma_j(u) \rho_{ij} \frac{1 - e^{-a_i(T-u)}}{a_i} \frac{1 - e^{-a_j(T-u)}}{a_j} du, \tag{3.13} \]

\[ = V(t, T). \]

In the case, for every $i = 1, \ldots, n$, $\sigma_i(t) = \sigma_i$ is a positive constant function, we have

\[ V(t, T) = \sum_{i,j=1}^{n} \rho_{ij} \frac{\sigma_i \sigma_j}{a_i a_j} \left( T - t - \frac{1 - e^{-a_i(T-t)}}{a_i} - \frac{1 - e^{-a_j(T-t)}}{a_j} + \frac{1 - e^{-(\sigma_i a_i + \sigma_j a_j)(T-t)}}{a_i + a_j} \right). \tag{3.14} \]
So, we have

\[ P(t, T) = E\left[ e^{-\int_t^T r(s)ds} \right] = E\left[ e^{-\int_t^T \sum_{i=1}^n (x_i(s) + f(s))ds} \right] \]

\[ = e^{-\int_t^T f(s)ds} E\left[ e^{-\int_t^T \sum_{i=1}^n x_i(s)ds} \right] \]

\[ = e^{-\int_t^T f(s)ds} E\left[ e^{-\int_t^T \sum_{i=1}^n ((1-e^{-r(T-t)})/a_i)x_i(t) e^{(1/2)V(t,T)} \right] \]

(by (3.9))

\[ = \frac{P^M(0,T)}{P^M(0,t)} e^{(1/2)[V(t,T)-V(0,T)+V(0,t)]} e^{-\sum_{i=1}^n ((1-e^{-r(T-t)})/a_i)x_i(t)} \]

\[ = A(t, T) e^{-\sum_{i=1}^n B_i(t,T)x_i(t)}, \]

where

\[ A(t, T) = \frac{P^M(0,T)}{P^M(0,t)} e^{(1/2)[V(t,T)-V(0,T)+V(0,t)]}, \]

\[ B_i(t, T) = \frac{1 - e^{-a_i(T-t)}}{a_i}. \]

Expression (3.15) is particularly important in simulation. We note that to generate \( P(t, T) \), we need only the market discount curve and the processes \( x_i(t), i = 1, \ldots, n \). From \( P(t, T) \), we could derive all the other rates (forward rates, swap rates, etc.).

In order to derive an explicit formula of the price of an European swaption, we need to change the probability measure as indicated by Jamshidian [10] and more generally by German et al. in [11]. We denote by \( Q^T \) the \( T \)-forward measure, given by choosing a zero coupon bond with maturity \( T \) as numeraire. By the Girsanov’s Theorem, for each \( i = 1, \ldots, n \), the dynamics of the process \( x_i(t) \) under the measure \( Q^T \), is given by

\[ dx_i(t) = -a_i x_i(t) dt - \sigma_i(t) \left( \sum_{j=1}^n \sigma_j(t) \rho_{ij} B_i(t,T) \right) dt + \sigma_i(t) dW^T_i(t), \]

where \( W^T_i \) is a standard Brownian motion under \( Q^T \) with \( dW^T_i dW^T_j = \rho_{ij} \). Moreover, the explicit solution of (3.17) is, for \( s \leq t \leq T \)

\[ x_i(t) = x_i(s)e^{-a_i(t-s)} - M^T_i(s,t) + \sigma_i \int_s^t e^{-\sigma_i(t-u)} dW^T_i(u), \]

where

\[ M^T_i(s,t) = \int_s^t \sigma_i(u) \sum_{j=1}^n \frac{\sigma_j(u)}{a_j} \rho_{ij} \left( 1 - e^{-a_i(T-u)} \right) e^{-a_i(T-u)} du, \]

\[ e^{-a_i(T-t)} \]
and, in the case that, for every $i = 1, \ldots, n$, $\sigma_i(t) = \sigma_i$ is a positive constant function

$$M^T_i(s, t) = \sigma_i \sum_{j=1}^{n} \frac{\sigma_j}{a_j} \rho_{ij} \left( \frac{1 - e^{-a_i(t-s)}}{a_i} - \frac{e^{-a_j(T-t)} - e^{-a_i(T-a_i(t_s+t_j?))}}{a_i + a_j} \right).$$ (3.20)

So, under $Q^T$, the distribution of $r(t)$ conditional to $F_s$ is normal with mean and variance given by

$$E^T [r(t) \mid F_s] = \sum_{i=1}^{n} x_i(s) e^{-a_i(t-s)} - M^T_i(s, t) + f(t)$$

$$\text{VAR}^T [r(t) \mid F_s] = \sum_{i,j=1}^{n} \int_{s}^{t} \sigma_i(u) \rho_{ij}(u) e^{-a_i(t-u)} e^{-a_j(t-u)} du.$$ (3.21)

The price $ES(0, T, t_k, K, N)$ at time 0 of an European call swaption with maturity $T$, strike $K$ and nominal value $N$ is given by

$$ES(0, T, t_k, K, N) = NP(0, T)E^T \left[ \left( 1 - \sum_{j=1}^{k} c_j P(T, t_j) \right)^+ \mid F_0 \right],$$ (3.22)

where $c_j = K \tau_n$ and $c_k = 1 + K \tau_n$, where $\tau_j$ denotes the year fraction from $t_{j-1}$ to $t_j$, $j = 1, \ldots, k$. Then, by (3.15) we have

$$ES(0, T, t_k, K, N) =$$

$$NP(0, T) \int_{R^n} \left( 1 - \sum_{j=1}^{k} c_j A(T, t_j) e^{\sum_{i=1}^{n} \frac{B_i(T,t_j) x_i}{a_i}} \right)^+ g(x_1, \ldots, x_n) dx_1 \cdots dx_n,$$ (3.23)

where $g$ denotes the density function of the vector $X_n = (x_1(T), \ldots, x_n(T))$ conditioned on $F_0$ under $Q^T$, that is, is the $n$-dimensional normal density function with vector mean and covariance matrix $C_{ij}(T)$ given by

$$E[X_n \mid F_0] = (-M_1(0, T), \ldots, -M_n(0, T))$$

$$C_{ij}(T) = \sum_{i,j=1}^{n} \int_{0}^{T} \sigma_i(u) \sigma_j(u) \rho_{ij} e^{-a_i(T-u)} e^{-a_j(T-u)} du$$ (3.24)

and, in the case for every $i = 1, \ldots, n$, $\sigma_i(t) = \sigma_i$ is a positive constant function

$$C_{ij}(T) = \frac{\sigma_i \sigma_j}{a_i + a_j} \rho_{ij} \left( 1 - e^{-(a_i+a_j)T} \right).$$ (3.25)

Since the numerical solution of the integral in (3.23) is computationally inefficient for large $n$, the price of European swaption could be approximated by the approach proposed by
Schrager and Pelsser in [6]. As illustrated in the Appendix of [6], this method leads to a very simple analytical pricing formula of a swaption in the framework of Gaussian interest rate. In the $G_{1}^{++}$ model, in the case that the strike is in at the money, we have

$$ES(0,T,t_k,K,N) \leq N \frac{\text{VOL}}{\sqrt{2\pi}} \sum_{i=1}^{k} \tau_i P(0,t_i) \equiv N \frac{\text{VOL}}{\sqrt{2\pi}} F_{t_i}^k,$$  \hspace{1cm} (3.26)

where VOL is the approximated volatility of the swap rate given by

$$\text{VOL} = \sqrt{\sum_{i,j=1}^{n} \int_{u=0}^{T} \sigma_i(u)\sigma_j(u) \rho_{ij} A_i A_j e^{(a_i+a_j)u} du}, \hspace{1cm} (3.27)$$

where, for every $i = 1,\ldots,n$,

$$A_i = e^{-a_i T} P(0,T) \frac{P(0,t_k)}{P_{t_i}^k} - e^{-a_i t_k} P(0,t_k) \frac{P(0,t_j)}{P_{t_i}^k} - K \sum_{j=1}^{k} e^{-a_i t_j} \tau_i P(0,t_j) \frac{P(0,t_i)}{P_{t_i}^k}. \hspace{1cm} (3.28)$$

We finally point out that, in the case for every $i = 1,\ldots,n$, $\sigma_i(t) = \sigma_i$ is a positive constant function, we have

$$\text{VOL} = \sqrt{\sum_{i,j=1}^{n} \sigma_i \sigma_j \rho_{ij} A_i A_j e^{(a_i+a_j)T - \frac{1}{a_i + a_j}}}. \hspace{1cm} (3.29)$$

4. Numerical Results: Calibration to ATM Swaptions Prices

We test formula (3.26) in the calibration to ATM swaptions prices at 31/12/2006 and at 31/12/2011. All market data are taken from Bloomberg provider. ATM swaptions volatility surface at the reference dates are, respectively, shown in Tables 1 and 2 (value in percentage).

In our experiments, to calibrate parameters, we use the differential evolution algorithm as implemented in R through the package DEoptim. We set the default characteristics of the optimization algorithm. In particular, we use the second strategy instead of the classical mutation in the optimization procedure; we set a number of maximum population generators allowed equals to 400, a crossover probability equals to 0.5, and a step-size equals to 0.8. The function to minimize is the sum of the square percentage difference between the market price and the model price of European swaptions with tenor and maturity as in Table 2.

4.1. $G_{1}^{++}$ with Piecewise Constant Volatility

We consider the $G_{1}^{++}$ model and we choose a piecewise constant functional specification for the volatility of the process $x(t)$: in particular, the volatility function $\sigma(t)$ is constant within intervals with endpoints $t = 0, 1, 3, 20$. We determinate previous intervals after several experiments: we try more set of possible intervals, and we find that the best set is the previous one, even increasing the number of intervals. At 31/12/2006, the best fit gives
Table 3: G1++ with piecewise constant volatility: the matrix of percentage error at 31/12/2011.

<table>
<thead>
<tr>
<th>T/Tenor</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4139</td>
<td>0.0907</td>
<td>0.3262</td>
<td>0.3795</td>
<td>0.4364</td>
</tr>
<tr>
<td>2</td>
<td>0.102</td>
<td>0.1352</td>
<td>0.0029</td>
<td>0.0242</td>
<td>0.06753</td>
</tr>
<tr>
<td>3</td>
<td>0.0769</td>
<td>0.02647</td>
<td>0.0064</td>
<td>0.0041</td>
<td>0.0036</td>
</tr>
<tr>
<td>4</td>
<td>0.0702</td>
<td>0.03631</td>
<td>0.0082</td>
<td>0.0096</td>
<td>0.0142</td>
</tr>
<tr>
<td>5</td>
<td>0.02967</td>
<td>0.02107</td>
<td>0.01227</td>
<td>0.00845</td>
<td>0.00757</td>
</tr>
<tr>
<td>6</td>
<td>0.01828</td>
<td>0.01273</td>
<td>0.0033</td>
<td>0.0071</td>
<td>0.0105</td>
</tr>
<tr>
<td>7</td>
<td>0.00632</td>
<td>0.00682</td>
<td>0.0269</td>
<td>0.0422</td>
<td>0.0741</td>
</tr>
</tbody>
</table>

Table 4: G2++ with constant parameters: the matrix of percentage error at 31/12/2011.

<table>
<thead>
<tr>
<th>T/Tenor</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001</td>
<td>0.1097</td>
<td>0.0207</td>
<td>0.07166</td>
<td>0.1703</td>
</tr>
<tr>
<td>2</td>
<td>0.191</td>
<td>0.03781</td>
<td>0.02437</td>
<td>0.05409</td>
<td>0.129</td>
</tr>
<tr>
<td>3</td>
<td>0.7075</td>
<td>0.00707</td>
<td>0.031</td>
<td>0.00336</td>
<td>0.04999</td>
</tr>
<tr>
<td>4</td>
<td>0.010282</td>
<td>0.05959</td>
<td>0.0712</td>
<td>0.033757</td>
<td>0.02974</td>
</tr>
<tr>
<td>5</td>
<td>0.08195</td>
<td>0.09405</td>
<td>0.06967</td>
<td>0.03418</td>
<td>0.02683</td>
</tr>
<tr>
<td>6</td>
<td>0.0606</td>
<td>0.06257</td>
<td>0.03658</td>
<td>0.00062</td>
<td>0.059657</td>
</tr>
<tr>
<td>7</td>
<td>0.02582</td>
<td>0.01996</td>
<td>0.00532</td>
<td>0.03179</td>
<td>0.06581</td>
</tr>
</tbody>
</table>

a mean percentage error of 2.5% on the swaptions price surface. Instead of this good result, at 31/12/2011, the calibrated parameters give a mean percentage error of 7.2% on the swaptions price surface. The matrix of percentage error at 31/12/2011 is shown in Table 3.

To improve the result of calibration, we increase the number of factors.

4.2. G2++ with Constant Parameters

We now consider the G2++ model with constant parameters. At 31/12/2006, we have a very good result: the calibrated parameters give a mean percentage error of 1.6% on the swaptions price surface. At 31/12/2011, we improve the calibration result obtained in the previous section at the same reference date, but the instantaneous correlation $\rho_{12}$ between the two Brownian motions given by the calibration output is near to $-1$. Anyway, the mean percentage error over the swaptions price surface is 5.2% with the percentage error matrix given by Table 4.

4.3. G2++ with Constant Piecewise Volatility

We consider the G2++ model and we choose a piecewise constant functional specification for both the volatility of the processes $x_1(t)$ and $x_2(t)$: in particular, the volatility functions $\sigma_1(t)$ and $\sigma_2(t)$ are constant within intervals with endpoints $t = 0, 1, 2, 20$. As for the G1++ model, we arrive to determinate the previous intervals after several experiments: we try more set of possible intervals and we find that the best set is the previous one. We make experiments only at 31/12/2011, since we obtained a nonimproved result at 31/12/2006 in the previous section. The calibrated parameters give a mean percentage error of 3.4% on the swaptions
Table 5: G2++ with piecewise constant volatility: the matrix of percentage error at 31/12/2011.

<table>
<thead>
<tr>
<th>T/Tenor</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04</td>
<td>0.0067</td>
<td>0.0105</td>
<td>0.04805</td>
<td>0.04482</td>
</tr>
<tr>
<td>2</td>
<td>0.0165</td>
<td>0.08404</td>
<td>0.1279</td>
<td>0.03514</td>
<td>0.03316</td>
</tr>
<tr>
<td>5</td>
<td>0.05272</td>
<td>0.05583</td>
<td>0.04804</td>
<td>0.01913</td>
<td>0.00367</td>
</tr>
<tr>
<td>7</td>
<td>0.0125</td>
<td>0.0032</td>
<td>0.0073</td>
<td>0.0153</td>
<td>0.01216</td>
</tr>
<tr>
<td>10</td>
<td>0.0868</td>
<td>0.0543</td>
<td>0.025</td>
<td>0.0235</td>
<td>0.0083</td>
</tr>
<tr>
<td>15</td>
<td>0.0694</td>
<td>0.0358</td>
<td>0.00169</td>
<td>0.0109</td>
<td>0.0367</td>
</tr>
<tr>
<td>20</td>
<td>0.0276</td>
<td>0.01</td>
<td>0.0448</td>
<td>0.051</td>
<td>0.0559</td>
</tr>
</tbody>
</table>

price surface. This is the best result that we obtain through all our experiments at 31/12/2011. The relative error matrix is shown in Table 5.

4.4. G2++ with a Functional Instantaneous Correlation

Since the calibrated instantaneous correlation $\rho_{12}$ in the G2++ model with constant parameters is near to $-1$, we set a functional specification for $\rho_{12}$

$$\rho_{12}(t) = \rho_{\infty} + (1 - \rho_{\infty})e^{-\lambda t}, \tag{4.1}$$

where $\lambda$ is a positive constant and $-1 \leq \rho_{\infty} \leq 1$. The interpretation of these two parameters is straightforward: $\rho_{\infty}$ is the long-term average instantaneous correlation whereas $\lambda$ is the rate of convergence of $\rho_{12}(t)$ to $\rho_{\infty}$. The other parameters are constant functions. Unfortunately, among the best calibrated parameters, that give a mean percentage error of 5.2%, $\rho_{\infty}$ is closer to $-1$ as aspected, but $\lambda$ is quite large (near to 15). This does not improve the calibration obtained with constant instantaneous correlation.

4.5. G3++ with Constant Parameters

We finally consider the G3++ model with constant parameters. We substantially do not improve the result obtained with the G2++ model with constant parameters. In fact, the mean percentage error still remained near to 5.2%, and the instantaneous correlation $\rho_{23}$ between the second and the third factor is near to $-1$.

5. Conclusions

In this paper we describe a general exogenous model in which the instantaneous spot rate $r$ is the sum of correlated Gaussian stochastic processes with time-dependent volatility plus a deterministic function given by an exact fitting to the observed term structure. We also give a general notation independent of the number of factors and analogous with the notation used in literature. In our numerical experiments, we consider an increasing number of factors from one to three and different functional specifications for the volatility of factors and one also for the correlation. To calibrate the model to market data, we use an accurate and fast formula to approximate a European swaptions price proposed by Schrager and Pelsser in [6]. The algorithm used for calibration is the differential evolution as implemented in the R package
DEoptim, whereas the function to minimize is the sum of the square percentage difference between the market price and the model price of swaptions. At 31/12/2006 we obtain a good fit to the market data. The G2++ model with constant parameters gives a mean percentage error of 1.6% on the swaptions price surface. Then, August 2007 arrived and the world will never be the same. We test the calibration at 31/12/2011. We obtain the best optimization with the two factors model with a piecewise constant functional specification for both the volatility functions. We get a mean percentage error on the swaptions price surface of 3.4%. We also note that setting all the parameters constant and increasing the number of the factors, we do not improve the performance of the calibration. Further investigation could be direct to different directions: we could set a different functional specification for the volatility of the factors, instead of constant or piecewise constant as in this paper; we could use a different optimization technic to calibrate the parameters instead of differential evolution algorithm, or, starting from the output of the differential evolution algorithm; we could try to increase the performance of the calibration using a deterministic optimization algorithm; finally, we could try to calibrate the parameters to other market data instead of swaptions prices.

Acknowledgments

The author wishes to thank professor Andrea Pascucci and prof. Sergio Polidoro for several helpful conversations and for some useful remarks that improved this paper. He also wishes to thank his wife Giulia for some useful remarks that correct and improve my English language. Finally, he thanks his colleagues Lorenzo and Martina that allowed him to write this paper.

References