
Optional “Fun” Problems

Problem E2. Suppose A ∈ IRm×n2

with m > n2. Develop an alternating
least squares solution framework for minimizing ‖ A(x ⊗ y)− b ‖2 where

b ∈ IRn2

and x , y ∈ IRn.

Problem A2. Same notation as E2. What is the gradient of

φ(x , y) =
1

2
‖ A(x ⊗ y)− b ‖2
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