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1. Introduction. The numerical solution of the large-scale matrix Lyapunov
equation

AX +XA∗ +BB∗ = 0 (1.1)

is of great relevance in a large variety of scientific and engineering applications; see,
e.g., [1], [4], [27]. Here and later on x∗ denotes conjugate transposition of the vector
x. In the following we shall assume that B = b is a vector, but our results can be
generalized to the case when B is a tall and slim matrix.

Projection type approaches are particularly appealing approximation methods to
reduce the order of the problem, so that the projected matrix equation is solved in a
much smaller approximation space. Usually some condition is imposed on the residual
to produce the smaller equation so as to uniquely derive an approximate solution
within the approximation space. A very common choice, the Galerkin condition,
is to require that the residual matrix be orthogonal to the approximation space.
Various alternative approximation spaces have been proposed in the past, starting
with the now classical Krylov subspace Km(A, b) = span{b, Ab, . . . , Am−1b} [26]; see
also [17]. Although the Galerkin procedure associated with the standard Krylov
subspace has been used for long time since it was first proposed in [26], its convergence
analysis was only recently developed in [28]. Other approximation methods based on
projection include the well-established ADI method, in its factorized form [23, 25],
the global Krylov solver [18], and the Kronecker formulation approach [15]. Except
for the approach based on the Kronecker formulation, projection approaches have the
convenient feature of determining an approximate solution of low rank, which can be
written as Xm = ZmZ

∗
m, where Zm has few columns, so that only Zm needs to be

stored.
In this paper we analyze a recently developed Galerkin-type method, which

projects the original problem onto an enriched space that extends the Krylov sub-
space recurrence to inverse powers of A. This Extended Krylov subspace is given by

EKm(A, b) := Km(A, b) +Km(A−1, A−1b).

∗Version of 31 December, 2009.
†Central Geophysical Expedition, house 38, building 3, Narodnogo opolcheniya St., Moscow,

123298 Russia (mmd@cge.ru)
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This approximation space was first introduced in [8] to approximate the action of
matrix functions to a vector. It was later used in [29] for solving the Lyapunov
equation. The spaces EKm(A, b) in the sequence are nested, that is

EKm(A, b) ⊆ EKm+1(A, b),

and it was shown in [29] that the spaces can be iteratively generated by means of a
recurrence similar to that used for computing the standard Krylov subspace Km(A, b).
Results in [29] demonstrate the effectiveness of the enriched space with respect to
the state-of-the-art ADI method, which suffers from a somewhat difficult parameter
selection. However, a complete theoretical understanding of the method’s performance
was not presented in [29]. A first attempt in this direction was recently proposed in
[21] for A real symmetric. In this paper we solve this open problem: we provide
new general estimates for the convergence rate of the Extended Krylov subspace
method for A real nonsymmetric with field of values in the right half-plane. Numerical
results confirm the quality of our estimates. We also show how these bounds can be
simplified under additional hypotheses on A, e.g. A symmetric, recovering for instance
the leading convergence rate in [21]. Finally, we propose a conjecture leading to an
even sharper rate.

In the following we assume that A is positive definite, although possibly nonsym-
metric, namely, ℜ(x∗Ax) > 0 for any x ∈ C

n, ‖x‖ = 1, where ‖ · ‖ is the Euclidean
norm. This condition ensures that (1.1) has a unique solution. In fact, a unique
solution is obtained by requiring the less strict condition that the eigenvalues of A all
have positive real part. However, this latter hypothesis is not necessarily preserved
by projection type methods such as those discussed in this paper. Instead, positive
definiteness is preserved under projection.

2. Galerkin approximate solution in the Extended Krylov subspace.

Let the orthonormal columns of Qm ∈ R
n×2m form a basis for EKm(A, b), and let

Hm := Q∗
mAQm. An approximate solution QmYQ∗

m ≈ X is sought by imposing that
the residual Rm = AXm +XmA

∗ + bb∗ be orthogonal to the space, which in this case
corresponds to setting Q∗

mRmQm = 0, yielding

HmY + YH∗
m + (Q∗

mb)(b
∗Qm) = 0.

Let Ym be the symmetric positive semidefinite solution to the reduced Lyapunov
equation above. Then an approximation to X is obtained as Xm = QmYmQ∗

m.
We are thus interested in evaluating the accuracy of the approximation by esti-

mating the error norm ‖X − Xm‖, where ‖ · ‖ is the matrix norm induced by the
Euclidean vector norm. To this end, we define the field of values W := W (A) =
{x∗Ax, x ∈ C

n, ‖x‖ = 1}, and we assume that W is symmetric with respect to the
real axis R and (strictly) lays in the right half-plane. The solution to equation (1.1)
may be written as (cf., e.g., [22], [12, exercise 4.4]):

X =

+∞∫

0

e−tAb(e−tAb)∗dt =
1

2π

+∞∫

−∞

(iωI −A)−1bb∗(iωI −A)−∗dω

= − i

2π

+i∞∫

−i∞

(zI −A)−1bb∗(−zI −A∗)−1dz

= − i

2π

∫

Γ

(zI −A)−1bb∗(−zI −A∗)−1dz, (2.1)
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where Γ is a closed contour in C\[W ∪ (−W )] homeotopic to the imaginary axis iR
being passed from −i∞ to +i∞. Γr and Gr (r > 1) are canonical contours and
domains for W , respectively.

A similar expression can be used for Xm (see also [26]), namely

Xm =

+∞∫

0

Qme
−tHme1(Qme

−tHme1)
∗dt

= − i

2π

∫

Γ

Qm(zI −Hm)−1e1e
∗
1(−zI −H∗

m)−1Q∗
mdz. (2.2)

Note that these relations are common to any projection method with approximation
space spanned by Qm, and they are not restricted to the Extended Krylov space.

We can thus write the error of the approximate solution as

X −Xm

= − i

2π

∫

Γ

(
(zI −A)−1bb∗(−zI −A∗)−1 −Qm(zI −Hm)−1e1e

∗
1(−zI −H∗

m)−1Q∗
m

)
dz.

3. Error estimates for the approximate solution. Let D denote the closed
unit circle, and let Ψ : C\D → C\W , Φ = Ψ−1 be the direct and inverse Riemann
mappings for W . Consider the Takenaka–Malmquist system of rational functions (see
[32], [24], [33, § 9.1], [30, Ch. 13, § 3]) for the cyclic sequence of poles 0,∞, 0,∞, 0, . . .:

φ2l(w) = B(w)l, φ2l+1(w) = −
√

1 − |Φ(0)|−2

1 − Φ(0)−1w
wB(w)l, l ∈ N. (3.1)

where

B(w) = w

[
1 − Φ(0)w

Φ(0) − w

]
. (3.2)

Function (3.2) is a finite Blaschke product (see. e.g., [5, § 1.3]).1 As such, B possesses
the properties |B(w)| = 1 for |w| = 1 and, thus,

|B(w)| < 1 locally uniformly in the open unit disk. (3.3)

The functions defined in (3.1) are orthogonal and uniformly bounded on the unit
circumference (see, e.g., [30]):

1

2π

∫

|w|=1

φn(w)φm(w)|dw| = δn,m, n,m ∈ N, (3.4)

max
n∈N

max
|w|=1

|φn(w)| < +∞. (3.5)

In [9] Dzhrbashyan introduced the following rational functions that are now called
the Faber–Dzhrbashyan rational functions:2

Mn(z) =
1

2πi

∫

Γr

φn

(
Φ(ζ)

)

ζ − z
dζ, r > 1, z 6∈ Gr. (3.6)

1Note that Blaschke products are also used in [3] for other computational mathematical purposes.
2In the symmetric case, a similar system of rational functions (Laurent polynomials) was used

in [16].
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Taking into account the definition and the properties of the Faber transformation
F (see [31], [10], [30, § 7.4, § 9.3], [11]), one concludes from (3.5) and (3.6) that
Mn = F [φn], therefore Mn is a rational function of type [2l/l] if n = 2l, of type
2l + 1/l + 1 if n = 2l + 1 (l ∈ N). Moreover, Mn has only a zero finite pole (of
multiplicity l and, due to the convexity of W , l + 1, respectively) and is uniformly
bounded in n on W .

In [20] Kocharyan established for Mn the following generating relation

Ψ′(w)

Ψ(w) − u
=

1

w

∞∑

k=0

φk

(
1

w

)
Mk(u), |w| > 1,

which in our case gives

(zI −A)−1 =
1

Φ(z)Ψ′(Φ(z)
)

∞∑

k=0

φk

(
Φ(z)−1

)
Mk(A), z 6∈W, (3.7)

and

(−zI −A∗)−1 =
1

Φ(−z)Ψ′(Φ(−z)
)

∞∑

l=0

φl

(
Φ(−z)−1

)
Ml(A

∗), z 6∈ −W. (3.8)

Substituting (3.7)–(3.8) and the analogous decompositions for Hm into (2.1) and (2.2),
respectively, we obtain

X = − i

2π

∞∑

k=0

∞∑

l=0

ak,lMk(A)bb∗Ml(A
∗) (3.9)

and

Xm = − i

2π
Qm

∞∑

k=0

∞∑

l=0

ak,lMk(Hm)e1e
∗
1Ml(H∗

m)Q∗
m, (3.10)

where

ak,l =

∫

Γ

φk

(
Φ(z)−1

)
φl

(
Φ(−z)−1

)
dz

Φ(z)Ψ′(Φ(z)
)
Φ(−z)Ψ′(Φ(−z)

) . (3.11)

Owing to [6, Theorem 2 and formula (1)] and the uniform boundedness of Mk on W ,
we have3

max
k∈N

max{‖Mk(A)‖, ‖Mk(A∗)‖, ‖Mk(Hm)‖, ‖Mk(H∗
m)‖} < +∞.

Combining this fact with the exactness of Extended Krylov subspace for Mk,
k ≤ 2m − 1 (see [19, Lemma 3.3]) and subtracting (3.10) from (3.9), we derive the
bound

‖X −Xm‖ .
∑

k,l∈N, max{k,l}≥2m

|ak,l| ≤
∞∑

k=2m

∞∑

l=0

|ak,l| +
∞∑

k=0

∞∑

l=2m

|ak,l|. (3.12)

3See a related result for Faber polynomials in [2].
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It remains to estimate the coefficients ak,l.
Lemma 3.1. There exists a number µ, 0 < µ < 1, such that the coefficients in

(3.11) satisfy the inequality

ak,l . µk+l. (3.13)

Proof. It follows from (3.11) with Γ = iR, (3.1), (3.3) and properties of Riemann
mappings that

ak,l .

∫

iR

|φk

(
Φ(z)−1

)
φl

(
Φ(−z)−1

)
| · |dz|

|Φ(z)Ψ′(Φ(z)
)
Φ(−z)Ψ′(Φ(−z)

)
| .

∫

iR

|B
(
Φ(z)−1

)
| k+l

2 · |dz|
max{1, |z|2} . µk+l,

where µ =
√

maxz∈iR |B
(
Φ(z)−1

)
| < 1.

Introduce the function

h(w) = B
(
Φ
(
− Ψ(w−1)

)−1
)

(3.14)

and the number

ρ := max
|w|=1

|h(w)| < 1 (3.15)

(the inequality follows from (3.3)).
Theorem 3.2. The following error estimate holds:

‖X −Xm‖ . mρm. (3.16)

Proof. Let Γ = ∂W . Making in (3.11) the change of variable z = Ψ(w−1),
dz = −Ψ′(w−1)w−2dw, we get

ak,l = −
∫

∂W

φk

(
Φ(z)−1

)
φl

(
Φ(−z)−1

)
dz

Φ(z)Ψ′(Φ(z)
)
Φ(−z)Ψ′(Φ(−z)

)

=

∫

|w|=1

φk(w)
φl

(
Φ
(
− Ψ(w−1)

)−1
)
dw

wΦ
(
− Ψ(w−1)

)
Ψ′
(
Φ
(
− Ψ(w−1)

))

=

∫

|w|=1

φk(w)h(w)[l/2]gl(w)dw = i

∫

|w|=1

φk(w)h(w)[l/2]gl(w) exp(iArgw)|dw|,

where

gl(w) =





1
wuΨ′(u)

∣∣∣
u=Φ

(
−Ψ(w−1)

) , if l is even,
√

1−Φ(0)−2

1−Φ(0)−1u−1 · 1
wΨ′(u)

∣∣∣
u=Φ

(
−Ψ(w−1)

) , if l is odd.

All the functions h, gl and exp(iArgw) are smooth on the unit circumference. Ac-
counting for the orthogonality (3.4), the definition (3.15) and Parceval’s theorem, we
derive the inequalities

∞∑

k=0

a2
k,l . ρl
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and

∞∑

k=0

∞∑

l=2m

a2
k,l . ρ2m. (3.17)

Analogously, exploiting in (3.11) the contour −∂W , we “symmetrically” obtain
the inequality

∞∑

k=2m

∞∑

l=0

a2
k,l . ρ2m. (3.18)

Combining (3.12), (3.17) and (3.18) yields

∑

k,l∈N, max{k,l}≥2m

a2
k,l . ρ2m. (3.19)

Setting j0 =
[
m log ρ

log µ

]
and exploiting (3.19) and (3.13), we obtain

∑

max{k,l}≥2m

|ak,l| =
∑

max{k,l}≥2m, k+l<j0

|ak,l| +
∑

max{k,l}≥2m, k+l≥j0

|ak,l|

. j0

√ ∑

max{k,l}≥2m

a2
k,l + j0µ

j0 . mρm.

Substitution of this into (3.12) gives (3.16).
The scheme of the proof is quite general for projection-type methods, as empha-

sized by the following remark.
Remark 3.3. With a similar approach as in the proof of Theorem 3.2, and using

plain Faber polynomials instead of Faber–Dzhrbashyan rational functions, one can
obtain the following error estimate for solving the same Lyapunov equation (1.1) with
B = b by means of m steps of Arnoldi’s method, that is, within the standard Krylov
subspace ([26]):

‖X−Xm‖ . mρm, where ρ = |Φ(−αmin)|−1 and αmin = min R∩W. (3.20)

The closed form expression for ρ is obtained due to the convexity of canonical domains
for the convex compact W .4 This result generalizes the ones in [28].

Our experience with bound (3.16), and specialized results for A symmetric ([21])
seem to show that the factor m is an artifact of our proof methodology, and that
‖X −Xm‖ = O(ρm) may be a realistic estimate. For this reason, our further discus-
sion focuses on the leading term ρm. In fact, relying on the results of our numerical
experiments partially reported below (cf. Example 5.4-4.4), we would like to formu-
late the following conjecture which, if true, would considerably sharpen the result of
Theorem 3.2 and of available bounds especially for ρ close to one.

Conjecture 3.4. Under the conditions of Theorem 3.2, the following estimate
is valid:

‖X −Xm‖ .
ρm

√
m
. (3.21)

4The authors thank V. Dubinin and S. Suetin for indicating the fact that this convexity follows
from [13, Ch. 4, § 5].
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We think that one way to improve (3.16) is to account for the non-constancy of
|h(w)| on the unit circumference in the integral formula for ak,l. However, it can
be realized that the estimate (3.21) cannot be derived from (3.12); thus, to achieve
(3.21), a different estimation strategy should be adopted. Conjecture 3.4 appears to
be particularly appropriate as ρ→ 1, that is for difficult problems, where ρm becomes
looser.

In the following sections we report on numerical experiments that confirm the
quality of the bound in Theorem 3.2, and the appropriateness of our setting. In some
specific case, such as A symmetric, the estimates are simplified thanks to the explicit
knowledge of the Riemann’s mapping. Unless explicitly stated, our experiments use
the vector of all ones as b, normalized so as to have unit norm.

4. Numerical evidence. Symmetric A. We first give an explicit form for the
convergence factor ρ in terms of the extreme eigenvalues of A.

Proposition 4.1. Let A be symmetric and positive definite with spectral interval
[λmin, λmax], and define κ = λmax/λmin. Then

ρ =

(
κ1/4 − 1

κ1/4 + 1

)2

. (4.1)

Proof. We show that the function B(u) defined in (3.2) has a single local max-
imum for u ∈ R, attained at some u+; since such u+ is contained in the image of
(Φ(−Ψ(1/w)))−1 with |w| = 1, we will conclude that ρ = B(u+) = ((κ1/4−1)/(κ1/4+
1))2.

Let c = (λmax + λmin)/2, r = (λmax − λmin)/2. We first recall that for real
segments, Φ(z) = (z − c)/r +

√
(z − c)2/r2 − 1, or its reciprocal, so that |Φ(z)| ≥ 1.

Moreover, Ψ(w) = c+ r(w + 1/w)/2.

We have

max
|w|=1

∣∣∣∣B
(

1

Φ(−Ψ(w))

)∣∣∣∣ = max
λ∈[λmin,λmax]

∣∣∣∣B
(

1

Φ(−λ)

)∣∣∣∣ = max
u∈[ℓ1,ℓ2]

|B(u)|,

where ℓ1 = 1/Φ(−λmin) and ℓ2 = 1/Φ(−λmax). The function B = B(u) is positive for
Φ(0)−1 < u < 0, and because of the monotonicity of Φ, Φ(0)−1 < 1/Φ(−λmin) = ℓ1,
therefore B is positive in [ℓ1, ℓ2]. Hence,

max
|w|=1

∣∣∣∣B
(

1

Φ(−Ψ(w))

)∣∣∣∣ = max
u∈[ℓ1,ℓ2]

B(u).

For u ∈ R, B′(u) = Φ(0)(u2 − 2Φ(0)u + 1)/(Φ(0) − u)2. Therefore, B has the
following two critical points: u± = Φ(0) ±

√
Φ(0)2 − 1, where

Φ(0) =

(
− c
r

+

√( c
r

)2

− 1

)−1

= −
√
λmax +

√
λmin√

λmax −
√
λmin

. (4.2)

A sign analysis of B′ shows that B increases between u− and u+ and decreases on
the right of u+, which implies that u+ is a local maximum point. After some little
algebra we can write that B(u+) = B(Φ(0) +

√
Φ(0)2 − 1) = u2

+. Explicitly writing
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u+ in terms of λmin, λmax we obtain

|u+| =

∣∣∣∣∣∣
−
√
λmax +

√
λmin√

λmax −
√
λmin

+

√(√
λmax +

√
λmin√

λmax −
√
λmin

)2

− 1

∣∣∣∣∣∣

=

∣∣∣∣−
√
λmax +

√
λmin√

λmax −
√
λmin

+
2(λminλmax)

1/4

√
λmax −

√
λmin

∣∣∣∣

=
λ

1/4
max − λ

1/4
min

λ
1/4
max + λ

1/4
min

=
κ1/4 − 1

κ1/4 + 1
.

Using (4.2) it can be verified that (−λmax−c)/r ≤ Φ(0) ≤ (−λmin−c)/r, therefore
again for the monotonicity on R of Riemann maps for real-symmetric domains on R,
we have that u+ ∈ [ℓ1, ℓ2]. In addition, it can also be verified that u− < −1 < ℓ1.
Therefore, B(u+) is the maximum in [ℓ1, ℓ2], completing the proof.

0 5 10 15 20

10
−10

10
−5

number of iterations

 

 
||X−X

m
||

ρm

0 10 20 30 40 50 60
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

number of iterations

n
o

rm
 o

f 
e

rr
o

r

 

 
||X−X

m
||

ρm

Fig. 4.1. True error norm and asymptotic estimate for A symmetric. Left: Spectrum in
[0.1, 10]. Right: Spectrum in [0.01, 100].

Example 4.2. We consider a 5000 × 5000 diagonal matrix A with eigenvalues
λ = c+r cos(θ), c = (10+1/10)/2, r = (10−1/10)/2, and with θ uniformly distributed
in [0, 2π], so that the eigenvalues belong to [0.1, 10]. These values give ρ = 0.26987 in
(4.1). The true convergence history and the estimate are reported in the right plot
of Figure 4.1, showing the good agreement of the a-priori bound with respect to the
actual error norm. Here and in the following the Frobenius norm is used.

Example 4.3. In this example the diagonal matrix A of size n = 10 000 has
higher condition number, having spectrum uniformly distributed in [0.01, 100], gen-
erated as in Example 4.2. This setting gives ρ ≈ 0.66942. Here b is a random vector
with normally distributed values and unit norm. The true convergence history and
the estimate are reported in the right plot of Figure 4.1, showing once again the good
agreement of the leading a-priori bound ρm with respect to the actual error norm also
for a higher condition number.

Example 4.4. We wish to numerically justify our Conjecture 3.4. To clean out
the influence of adaptation to a discrete spectrum from the results of our numerical
experiments, we used the rational Krylov quadrature [7, § 3] initially designed for

computing scalar products in the space L2(]−1, 1[; (1−x2)−
1
2 ). Let the Hilbert space H
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be the result of linear translation of the independent variable in L2([−1, 1]; (1−x2)−
1
2 )

from [−1, 1] to the spectral interval of a symmetric matrix A. Let A be the operator
of multiplication by the independent variable in H. If A is a diagonal matrix, whose
eigenvalues are the nodes of the n degree quadrature with suitably chosen shifts, and
if the vector b ∈ R

n consists of the square roots of the quadrature’s weights, then a
rational Krylov process (and thus also the Extended Krylov method) with A and b
up to step n − 1 gives the same error as the rational Krylov process in H with the
operator A and the initial “vector” 1 (the constant function “unit” from H). Since
the spectral measure of the pair (A,1) is regular and its support is a segment, such an
example shall not show adaptation. The true convergence curve and the conjectured
rate ρm/

√
m for these data are reported in Figure 4.2, for n = 5000 (the value of n is

shown for completeness) and spectral interval [0.002, 500]. The true rate is optimally
captured throughout the convergence history.
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Fig. 4.2. Example 4.4. True error norm and asymptotic estimate (solid line) of Conjecture 3.4
for A symmetric. Spectrum in [0.002, 500].

4.1. Further considerations for A symmetric. In [21] an estimate of the
error norm ‖X−Xm‖ for A real symmetric was proposed. In our notation, the bound
in [21] can be written as

‖X −Xm‖ ≤
(

1 +
λmax

λmin

)
1

λ̃min

√
κ̃+ 1√
κ̃

(√
κ̃− 1√
κ̃+ 1

)m

, (4.3)

where λ̃min = 2
√
λmaxλmin and κ̃ = 1

4 (
√
λmin +

√
λmax)

2/
√
λmaxλmin. Here we pro-

pose a simple derivation of the estimate in [21] by rewriting the Extended Krylov
subspace approximation in terms of the Standard Krylov subspace with a suitably
chosen coefficient matrix, and then by applying the bounds in [28].

We consider the two equivalent equations

AX +XA∗ + bb∗ = 0, A−1X +XA−∗ +A−1bb∗A−∗ = 0.

We multiply the second equation by γ2, where γ ∈ R, γ > 0, and we sum the two
equations and obtain the new equivalent one:

(A+ γ2A−1)X +X(A+ γ2A−1)∗ + [b, c][b, c]∗ = 0, c = γA−1b.
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Analogously, Y solves the following two equivalent equations:

HmY + YH∗
m + e1e

∗
1 = 0, H−1

m Y + YH−∗
m + H−1

m e1e
∗
1H−∗

m = 0,

so that we can write once again

(Hm + γ2H−1
m )Y + Y (Hm + γ2H−1

m )∗ + [e1, γH−1
m e1][e1, γH−1

m e1]
∗ = 0.

Therefore, we can write the analytic solutions as

X =

∫ ∞

0

exp(−t(A+ γ2A−1))[b, γA−1b][b, γA−1b]∗ exp(−t(A+ γ2A−1))∗dt,

and

Xm = QmYQ∗
m =

∫ ∞

0

xm(t)xm(t)∗dt, xm(t) = Qm exp(−t(Hm + γ2H−1
m ))[e1, γH−1

m e1].

We next recall from [19] that polynomials of degree up to m − 1 in A + γ2A−1 with
vector b or A−1b can be represented exactly in the Extended Krylov Subspace, that
is,

pk(A+ γ2A−1)[b, γA−1b] = Qmpk(Hm + γ2H−1
m ))[e1, γH−1

m e1],

where pk is a polynomial of degree k ≤ m−1. Therefore, the obtained approximation
Xm belongs to EKm(A, b). It is interesting to remark that the derivation up to this
point is very general, and it also applies to the nonsymmetric case. However, it is not
completely clear how the optimization performed below could be generalized to the
nonsymmetric case, and whether this approach would lead to a sharp estimate of the
convergence rate.

If Θk denotes the Chebyshev polynomial of degree k, then the exponential function
of the matrix −t(A+γ2A−1) can be expanded in terms of Chebyshev series as follows
(see, e.g., [28]):

exp(−t(A+ γ2A−1))[b, γA−1b] =
∞∑

k=0

αkΘk(A+ γ2A−1)[b, γA−1b]

=Qm exp(−t(Hm + γ2H−1
m ))[e1, γH−1

m e1] +

∞∑

k=m

αkΘk(A+ γ2A−1)[b, γA−1b].

This setting allows us to use the estimate in [28] for A = A+ γ2A−1 symmetric.
We only need to chose γ so as to minimize κ(A + γ2A−1). This is determined next.
But first, we would like to remark that the fact that polynomials in A + γ2A−1

are exactly represented in the Extended Krylov subspace does not necessarily imply
that the obtained bound is sharp. In other words, the Extended Krylov subspace
solution could be the result of a possibly better rational function in A, A−1. Our
argument below seems to support the claim that using A + γ2A−1 does yield the
desired formulation, at least in the symmetric case.

Lemma 4.5. Let A be symmetric with spectral interval [α, β]. We have

min
γ2∈R+

κ(A+ γ2A−1) = κ(A+ αβA−1) =
α+ β

2

1√
αβ

,
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attained at γ =
√
αβ, and λmin(A+ αβA−1) = 2

√
αβ, λmax(A+ αβA−1) = α+ β.

Proof. Let fγ(λ) = λ + γ2/λ. It holds that minλ∈[α,β] fγ(λ) = 2γ, while

maxλ∈[α,β] fγ(λ) = max
{
α+ γ2

α , β + γ2

β

}
. By collecting the two extremes we obtain

κ(A + γ2A) = 1
2 max

{
α
γ + γ

α ,
β
γ + γ

β

}
. The minimum over all possible γ is obtained

when the two quantities are equal, that is for γ =
√
αβ.

Using the bound in [28, Proposition 3.1] for the symmetric matrix A = A+αβA−1

we obtain

‖X −Xm‖ ≤ 4

√
κ̂+ 1

2λmin(A)
√
κ̂

(√
κ̂− 1√
κ̂+ 1

)m

‖ [b, γA−1b] ‖2

where κ̂ = (λmax(A) + λmin(A))/(2λmin(A)). Using the formulas for the extreme
eigenvalues in Lemma 4.5 we find κ̂ = (

√
α +

√
β)2/(4

√
αβ), which is precisely κ̃ in

(4.3). We conclude this discussion with a comparison between the rate
√

eκ−1√
eκ+1

and ρ

given in (4.1). We have

√
κ̃− 1√
κ̃+ 1

=

√
λmin +

√
λmax − 2 4

√
λminλmax√

λmin +
√
λmax + 2 4

√
λminλmax

=
(λ

1/4
max − λ

1/4
min)2

(λ
1/4
max + λ

1/4
min)2

= ρ.

Therefore, our convergence rate ρ in (4.1) coincides with that in [21].

Finally, we would like to compare the convergence rate for A symmetric, obtained
by the Extended Krylov subspace method, with that obtained either by the Standard
Krylov method ([28]) or by the ADI method with a single pole. In the latter case,
the rate is known to be ([23, (2.12)])

εadi ≈
(

1 −
√
κ−1

1 +
√
κ−1

)2

, κ =
λmax

λmin
.

In Figure 4.3 we show the different rates of convergence (considering ρ1/2 for the
Extended Krylov subspace) as λmax varies in [102, 105] and λmin = 1. The curves
clearly show that the Extended Krylov subspace provides the best (smallest) rate
among the considered methods, with a significant gap for large condition numbers.

5. Numerical evidence. Nonsymmetric A. We first derive an explicit for-
mula for ρ in the case of a disk.

Proposition 5.1. Assume that W (A) ⊂ C
+ is a disk with center c > 0 and

radius r < c. Then

ρ =

∣∣∣∣B
(

1

Φ(−Ψ(w−1
⋆ ))

)∣∣∣∣ =
r2

4c2 − 3r2
, with ℜ(w⋆) = −r

c
, |w⋆| = 1.

Proof. For a disk D(c, r), Φ(z) = (z− c)/r, for z in the exterior of D(c, r) and on
∂D(c, r); moreover, Ψ(w) = c+ rw, |w| = 1. Note that Ψ(1/w) = Ψ(w̄), therefore we
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Fig. 4.3. Convergence rate of competing methods as the condition number of the symmetric
and positive definite matrix A increases.

can directly work with Ψ(w), |w| = 1. Let α = r/c. After some little algebra we have

∣∣∣∣B
(

1

Φ(−Ψ(w−1))

)∣∣∣∣ =
∣∣∣∣

rw

2cw + r
· rcw + r2

(2c2 − r2)w + cr

∣∣∣∣

= r2
∣∣∣∣

cw + r

(2cw + r)((2c2 − r2)w + cr)

∣∣∣∣

= α2

∣∣∣∣
w + α

(2w + α)((2 − α2)w + α)

∣∣∣∣

=
α2

2(2 − α2)

∣∣∣∣∣
w + α

(w + α
2 )(w + α

2−α2 )

∣∣∣∣∣ , (5.1)

where we used the fact that |w| = 1 and 0 < α < 1. Using once again |w| = 1, we
have

|w + α|2
|(w + α

2 )(w + α
2−α2 )|2 =

1 + α2 + 2αℜ(w)

(1 + α2

4 + αℜ(w))(1 + α2/(2 − α2)2 + 2α/(2 − α2)ℜ(w))

= β0

1+α2

2α + ℜ(w)(
1+ α2

4

α + ℜ(w)

)(
(1+α2/(2−α2)2)(2−α2)

2α + ℜ(w)
)

= β0
β1 + ℜ(w)

(β2 + ℜ(w))(β3 + ℜ(w))
=: f(ℜ(w)),

where βj(α) are positive constants only depending on α.
Critical points of f are obtained for f ′(ℜ(w)) = 0, whose numerator, except for

the positive constant β0, equated to zero gives

−ℜ(w)2 − 2β1ℜ(w) + β2β3 − β1β2 − β1β3 = 0,
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which yields ℜ(w) = −β1 ∓
√
β2

1 + β2β3 − β1β2 − β1β3. A sign analysis shows that
the local maximum of f is obtained for the root w⋆ with positive square root sign.
Some tedious algebra shows that the square root argument can be written as

β2
1 + β2β3 − β1β2 − β1β3 =

−α6 + 4α4 − 5α2 + 2

4α2(2 − α2)
=

−(α2 − 1)2(α2 − 2)

4α2(2 − α2)
,

so that

ℜ(w⋆) = −1 + α2

2α
+

1 − α2

2α
= −r

c
.

Substituting in (5.1) we find ρ = α2/(4 − 3α2) = r2/(4c2 − 3r2). We conclude by
observing that substituting w = ±1 into (5.1) we obtain that |B(1/(Φ(−Ψ(±1))))| =
α2/(4 − α2) < ρ.
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Fig. 5.1. Example 5.2. True error norm and asymptotic estimate ρm for W (A) being a disk.

Example 5.2. Our first experiment for A nonsymmetric aims to confirm the
result of Proposition 5.1. We consider the 5000 × 5000 upper bidiagonal matrix with
diagonal c and off-diagonal r, with c = (g + 1/g)/2 and r = (g − 1/g)/2 and g = 6,
resulting in W (A) being tightly enclosed in the disk of center c and radius r, yielding
ρ = 0.68018. Figure 5.1 displays the true convergence rate and the leading asymptotic
estimate ρm as predicted by Theorem 3.2 with the help of Proposition 5.1. The slope
is well captured by the a-priori estimate.

Example 5.3. We consider an external mapping from the family used for instance
in [14], [28],

ψ(w) = 2 + 2

(
1 +

1

w

)1.5

w, |w| ≥ 1. (5.2)

The function ψ maps the exterior and boundary of the unit circle onto the exterior
of a wedge-shaped convex set Ω in C

+ (cf. left plot of Figure 5.2). We consider
the 500 × 500 (normal) diagonal matrix A whose eigenvalues are the image through
ψ of uniformly distributed points on the unit circle. The optimal rate is computed
numerically as the maximum of the function h in (3.14), yielding ρ ≈ 0.051971.
The true convergence history and the estimated convergence curve with leading term
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Fig. 5.2. Example 5.3. Left: spectrum of A. Right: True error norm and asymptotic estimate
for W (A) enclosed by a wedge-shaped curve.

ρm are reported in in the right plot of Figure 5.2, confirming once again the good
agreement of the bound.

Example 5.4. We generalize Example 4.4 to the nonsymmetric case to numer-
ically verify our Conjecture 3.4. Since we are not aware of a rational quadrature
like the one in [7, § 3] for the non-Hermitian case, we content ourselves with the
construction of an approximately adaptation-free test for a disk, by orthogonally lift-
ing the eigenvalues (rational Chebyshev nodes) from the corresponding segment to
points on the given disk’s boundary (circumference). The data used to generate the
results of Figure 5.3 were obtained for n = 100 000 and a disk with c = (g + 1/g)/2,
r = (g−1/g)/2 and g = 50. Because of the problem size, the residual norm is plotted
rather than the error norm. The plot shows how well the rate ρm/

√
m captures the

true (slow) asymptotic regime, which is missed by ρm.
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Fig. 5.3. Example 5.4. Residual norm and estimate of conjecture 3.4 for the disk W : W ∩R =
[0.02, 50]. A normal with spectrum on ∂W .
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6. Conclusions. In this paper we have analyzed the convergence of the Ex-
tended Krylov subspace method for numerically solving large scale Lyapunov equa-
tions. Our main Theorem 3.2 shows that after m iterations the error norm decreases
as least as mρm, where ρ is related to information on the field of values of the co-
efficient matrix. We also conjecture that the faster rate ρm/

√
m should hold, which

appears to be appropriate in some specifically chosen tough numerical examples.
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[24] F. Malmquist. Sur la détermination d’une class de fonctions analytiques par leur valeurs
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