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Abstract

The occurrence and the distribution of patterns of trees associated to natural

numbers are investigated. Bounds from above and below are proven for certain

natural quantities.

Keywords: natural numbers, prime decomposition, prime tower factorization, rooted

trees

1 Introduction

The fundamental theorem of arithmetic implies that it is always possible to associate
to a natural number a unique labeled rooted tree that keeps track of the prime decom-
position of the number and, iteratively, of the prime decompositions of all the involved
exponents, as illustrated in [DG, Iud21, Iud22, CC, DKV]. Sometimes this structure
has been referred to as prime tower factorization. For instance, the decomposition of
320 = 26 · 5 = 22·3 · 5 leads to the labeled rooted tree depicted in Fig. 1 where all
the labels are prime numbers. In a successive step, one may forget about labels and
consider only rooted trees. Some motivations behind this choice have been discussed
in [CC] and include a generalization of the classical density problems for primes and
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Fig. 1 Labeled tree representation of the integer 320 = 26 · 5 = 22·3 · 5

primes configurations like, for instance, twin primes. It is also interesting to distigu-
ish trees according to their planar or nonplanar structure. We denote by t(n) the
planar rooted tree associated to n, and by t#(n) its nonplanar version. For instance,
t(12) 6= t(18), but t#(12) = t#(18). In fact 12 = 22 · 3 and 18 = 2 · 32 provide two
different planar trees with the same nonplanar structure. The simplest nontrivial tree,
namely a single edge attached to the root, corresponds to a prime number. The study
of finite patterns of such rooted trees (observables, for short) therefore generalizes the
problem of the distribution of (patterns of) prime numbers, a central topic in analyt-
ical number theory. In [CC] it has been illustrated that even the simplest questions
raised from this perspective are very challenging and often related to very famous
results and conjectures in number theory.

Given the natural numbers n1 < n2 < · · · < nk, the notation O(n1, n2, . . . , nk)
will represent the pattern formed by the tree t(n1), followed by n2 − n1 + 1 arbitrary
trees, followed by t(n2), followed by n3−n2 +1 arbitrary trees and so on and so forth
until reaching t(nk). Thus, in this pattern, k trees are given (including the first from
the left and the very last one on the right), while allowing any possible trees in the
remaining intermediate slots. Some observables are unique, like O(2, 3) for instance.
Of course, if O(n1, . . . , nk) is unique then the same is true for any O(m1, . . . ,mh) when
{n1, . . . , nk} is a subset of {m1, . . . ,mh}. This motivates the definition of milestone as
any such pattern that is unique, i.e. it occurs only once, and it is minimal, meaning
that it does not contain any “smaller” similar pattern that is also unique [CC]. On
the other hand, if an observable is not unique it becomes interesting to determine
if it occurs infinitely many times or not, and in this last case, how many times it
occurs. Perhaps the most famous open question of this sort is about O(3, 5), i.e. the
infiniteness of the number of twin primes (see [CC] for many other examples).

It is immediately seen that every observable O(2, p), with p a prime number, is
a milestone. We say that any such milestone is trivial. Of course, the distribution of
trivial milestones is described by the distribution of prime numbers. In [CC] it was
proven, among other things, the existence of infinitely many nontrivial milestones. In
order to do that, the authors associated to every integer n the least natural number
κ+(n) with the property that the observable O(n, n + 1, . . . , n + κ+(n)) occurs only
once. Indeed, such a κ+(n) exists, for all n, and thus the function κ+ : N → N is well-
defined.
Moreover, due to the proof of [CC, Theorem 2.1], for all functions f that distinguish
primes from any other number (for example one can take f = Ω, the number of prime
divisors with multiplicities) one can show that, for a given n, there is a number k such
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that if we have

(f(n), f(n+ 1), . . . , f(n+ k)) = (f(m), f(m+ 1), . . . , f(m+ k)),

for some m, then n = m. Define the minimal such k by κf (n). It follows from the
proof of [CC, Theorem 2.1] and the Siegel-Walfisz Theorem that

log κf (n) 6 c(ε)nε,

where c(ε) > 0 is a constant depending only on ε > 0. In this paper we focus on the
function κ+(n) and using elementary arguments we show that actually

κ+(n) = O(n log n),

which is better than the bound above.

Indeed, the central topic of this paper is to provide a number of results that describe
in various ways the occurrence of certain configurations of trees. Our main results
include asymptotic bounds for the function κ+(n), both from above and from below. In
particular, we show that the function κ+ is unbounded, as predicted in [CC]. Along the
way, we also exhibit a quite natural new family of nontrivial milestones (Section 2). As
it happens for the prime numbers, if an observable occurs infinitely many times then
the distance between two consecutive occurrences is unbounded. Moreover, for any
given integer k ≥ 1 there exists at least one observable of the form O(n, n+1, . . . , n+k)
for some n which occurs infinitely many times (Section 3). Later we find that in every
aritmetic progression a+kq, k ∈ N with a and q coprime any given planar tree appears
infinitely many times, a version of Dirichlet theorem for trees (Section 4). We also
deduce from an analogous result by Erdős et al. [EPS] stated for ω(n) an asymptotic
estimate for sequences of consecutive integers with equal nonplanar trees (Section 5).
Here, ω(n) denotes the number of prime divisors of n (without multiplicity). Finally,
we discuss how the repeated occurrence of an observable that is not a milestone implies
specific bounds between the relevant parameters (Section 6).

Concerning the methods, we use the Richert-Halberstam inequality instead of the
method of contour integration when proving the existence of ”typical” values of the
additive function E(n) (the number of edges of the corresponding tree t(n)). From
here, we deduce that κ+(n) is unbounded.

To prove that there are configurations of trees that occur infinitely often we use
the ”lower” version of the Brun’s sieve. Finally, when we study relations between
parameters of same configurations of trees (the length of the configuration and the
first elements) we use some information about remainder term in the problem

∑

n6x

2ω(n) = c1x log x+ c2x+R(x),

using technique from the paper [Spa23], and one lemma from the theory of combina-
torics on words (which is quite unexpected). To keep the paper more elementary we
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use a Mertens’ style bound R(x) =
√
x (see [Sa] and [GV]). Actually, it follows from

the proof of Theorem 12 that if we supposed that R(x) ≪ xδ, then for k such that

O(m,m+ 1, . . . ,m+ k) = O(n, n+ 1, . . . , n+ k), m < n,

one can obtain k ≪ n(1+δ)/2(logn)O(1). In particular, it follows from the Riemann’s
hypothesis (see Th.1 from [Ba] and take δ = 3/8) that k ≪ n11/16(logn)O(1). We
believe that actually k ≪ε n

ε for arbitrary small and fixed ε > 0.

Here we collect the main notations used throughout the paper: we denote by #A
the cardinality of the (finite) set A. Let the variable x take values in N. We write
f(x) = O(g(x)) (or f(x) ≪ g(x)) for g(x) > 0 if f(x) = O(g(x)), i.e. exists C > 0 such
that |f(x)| 6 Cg(x). We also write f(x) = o(g(x)) if f(x)/g(x) → 0 when x → +∞.
Let E(t) be the number of edges of a given tree t, and let E(n) = E(t(n)). We denote
by T the set of all finite rooted planar trees, and by [T ] the set of all finite rooted
nonplanar trees. We also need the following functions Ω and ω, such that

Ω(n) =
∑

p|n
νp(n)

(the number of prime divisors of n honoring their multiplicity), where νp(n) is the
exponent of the prime p in the canonical decomposition of n, and

ω(n) =
∑

p|n
1

(the number of prime divisors of n without multiplicity).

2 Some bounds for κ+(n)

In this section we prove that the function κ+(n) is unbounded. Moreover, we prove
the following
Theorem 1. Let x be large enough and 1 6 k 6 log x/(5 log log x). Then there are

m > x1/10 numbers n1, n2, . . . , nm 6 x such that κ+(n1), κ+(n2), . . . , κ+(nm) > k.
We need the following lemma.

Lemma 1. For x large enough we have

#{n 6 x : E(n) > 3 log log x} ≪ x

(log x)µ
,

where µ = 3 log 2− 1.

Proof. We have
∑

n6x
E(n)>3 log log x

1 6 2−3 log log x
∑

n6x

2E(n).
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It remains to prove that the last sum is at most O(x log x). Note that 2E(·) is a
multiplicative function. Then Richert - Halberstam inequality (see [HT], Theorem 01)
implies that

∑

n6x

2E(n) ≪ x

log x

∑

n6x

2E(n)

n
6

x

log x

∏

p6x

(

1 +
2E(p)

p
+

2E(p2)

p2
+ · · ·

)

,

where p runs through primes up to x. Further, we have

1 +
2E(p)

p
+

2E(p2)

p2
+ · · ·

=

(

1− 1

p

)−2
{(

1 +
2E(p)

p
+

2E(p2)

p2
+ · · ·

)(

1− 1

p

)2
}

=

(

1− 1

p

)−2

P (p), say.

Now we estimate the term P (p). Since E(pν) = E(ν) + 1, it follows that

P (p) =



1 +
2

p
+
∑

ν>2

2E(ν)+1

pν





(

1− 2

p
+

1

p2

)

= 1 +
1

p2
+O




∑

ν>3

2E(ν)

pν



 .

Since E(ν) 6 Ω(ν) 6 log ν/ log 2, we get

P (p) = 1 +
1

p2
+O




∑

ν>3

ν

pν



 = 1 +O

(
1

p2

)

.

Hence, using Mertens’ third theorem we obtain

∏

p6x

(

1 +
2E(p)

p
+

2E(p2)

p2
+ · · ·

)

6
∏

p6x

(

1− 1

p

)−2∏

p

P (p) ≪ (log x)2.

Therefore, we get
∑

n6x

2E(n) ≪ x log x,

which gives the lemma.

For x > 2 and k > 1 we define Jk(x) to be

Jk(x) = # {n 6 x : E(n), E(n+ 1), . . . , E(n+ k) 6 3 log log x} .

We prove the following
Lemma 2. Uniformly on 1 6 k 6 log x we have

Jk(x) = x (1 + o(1)) , (x → +∞).
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Proof. Indeed, on the one hand Jk(x) 6 x. On the other hand, using Lemma 1 we
obtain

Jk(x) =
∑

n6x

1−
∑

n6x
∃j (06j6k):

E(n+j)>3 log log x

1 > ⌊x⌋ −
k∑

j=0

∑

n6x
E(n+j)>3 log log x

1

> x−O






1 + k

∑

n6x+k
E(n)>3 log log x

1







= x−O






1 + k

∑

n6x
E(n)>3 log log x

1 + k2







= x−O

(
kx

(log x)3 log 2−1

)

= x

(

1−O

(
1

(log x)3 log 2−2

))

.

This concludes the proof.

Now we are ready to prove Theorem 1.

Proof. Set
T (x) = # {t(n) ∈ T : n 6 x,E(n) 6 3 log log x} .

Since each tree t ∈ T can be encoded as a sequence of 0 and 1 of size 2E(t), we
conclude that

# {t ∈ T : E(t) = ν} 6 4ν.

Hence, we find that

T (x) 6
∑

ν63 log log x

4ν ≪ (log x)3 log 4.

Put

T =
{
(t(n), . . . , t(n+ k)) ∈ T k+1 : n 6 x;E(n+ j) 6 3 log log x, 1 6 j 6 k

}
.

It is easy to see that

#T 6 T (x+ k)k+1 ≪ (log x)3 log 4 (k+1)(1+o(1)).

Lemma 2 and the pigeonhole principle imply that there is at least one tuple t ∈ T that
occurs m > ⌈Jk(x)/#T ⌉ times. Since k 6 log x/(5 log log x), it follows that there are

m >
Jk(x)

#T
>

x(1 + o(1))

(log x)3 log 4(k+1)(1+o(1))

= exp ((1 + o(1))(log x− 3 log 4 (log log x)k))

> exp

(

log x

(

1− 3 log 4

5

))

> exp(log x/10)
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numbers n1, n2, . . . , nm 6 x, for which

t = (t(n1), t(n1 + 1), . . . , t(n1 + k)) = · · · = (t(nm), t(nm + 1), . . . , t(nm + k)).

Hence, we obtain κ+(n1), κ+(n2), . . . , κ+(nm) > k. The claim follows.

Note that Theorem 1 implies that there are infinitely many integers n such that

κ+(n) ≫
logn

log logn
.

In particular, the function κ+(n) is unbounded. Now we give some upper bound for
κ+(n). Namely, we prove the following
Theorem 2. For n → +∞ we have

κ+(n) 6 2n logn(1 + o(1)).

We need the following two lemmas.
Lemma 3. For all n,m > 1 we have

κ+(n) 6 κ+(n+m) +m.

Proof. This immediately follows from the definition of the function κ+(n).

Lemma 4. Let k > 2 be an integer, and let qk = p1p2 · · · pk be the product of the first

k primes. Then

|O(qk, qk + 1, . . . , 2qk − 1)| = 1.

Proof. Since 2qk − 1 < qk+1, it follows that ω(qk + j) 6 k for 0 6 j 6 qk − 1. Note
that if ω(qk + j) = k, then qk + j is square-free. Indeed, assume the converse. Then

qk + j > p21p2 · · · pk > 2qk − 1;

this is a contadiction. It remains to prove that if

O(qk, qk + 1, . . . , 2qk − 1) = O(n, n+ 1, . . . , n+ qk − 1),

then n = qk. Since r = qk is the smallest number with the condition ω(r) =
k, we have n > qk. Further, there is exactly one number among the integers
{n, n+ 1, . . . , n+ qk − 1} such that it is divisible by qk. Suppose that

n+ j ≡ 0 (mod qk)

for some j > 0. Then ω(n + j) = ω(qk + j) = k. Hence, n + j is square-free. Then
n+ j = qk, which is possible if and only if j = 0 and n = qk. The claim follows.

Now we prove Theorem 2.

7



Proof. Choose k such that qk 6 n < qk+1. The Prime Number Theorem implies that
qk = exp (pk(1 + o(1))). Hence, pk 6 logn(1 + o(1)), and

pk+1 = pk(1 + o(1)) 6 logn(1 + o(1)).

Using the above two lemmas we obtain

κ+(n) 6 κ+(qk+1) + qk+1 − n 6 2qk+1 = 2qkpk+1 6 2n logn(1 + o(1)).

3 The distance between same trees

We prove that the distance between the same observed configurations of trees can be
arbitrarily large. We need the following lemma.
Lemma 5. Let t ∈ [T ] be some tree, and let {nl}+∞

l=1 be the sequence of consecutive

numbers for which t(nl) = t. Suppose that n1 6 9
10nk for some k > 2, then the

following inequality holds

max
l6k−1

(nl+1 − nl) >
c0 log nk(ω(n1)− 1)!

(log lognk + c1)ω(n1)−1
,

where c0, c1 > 0 are some absolute constants.

Proof. Using the Hardy-Ramanujan inequality (see [HR17]), we obtain

k =
∑

n6nk

t(n)=t

1 6
∑

n6nk

ω(n)=ω(n1)

1 6
c2nk(log lognk + c1)

ω(n1)−1

lognk(ω(n1)− 1)!
,

where c1, c2 > 0 are some absolute constants. Hence,

0.1nk 6 nk − n1 =
∑

l6k−1

(nl+1 − nl) 6 k max
l6k−1

(nl+1 − nl)

6
c2nk(log lognk + c1)

ω(n1)−1

lognk(ω(n1)− 1)!
max
l6k−1

(nl+1 − nl) .

Then, we have

max
l6k−1

(nl+1 − nl) >
lognk(ω(n1)− 1)!

10c2(log lognk + c1)ω(n1)−1
.

The proof of the lemma is complete.

Theorem 3. Suppose that

|O(n1, n1 + h1, . . . , n1 + hk)| = +∞,

8



where n1 > 1, and 1 6 h1 < h2 < · · · < hk. Let {nl}+∞
l=1 be the sequence of consecutive

numbers for which

O(n1, n1 + h1, . . . , n1 + hk) = O(n2, n2 + h1, . . . , n2 + hk) = · · ·
= O(nl, nl + h1, . . . , nl + hk) = · · · , (1)

then we have

lim sup
l→+∞

(nl+1 − nl − hk) = +∞. (2)

Proof. Indeed, the sequence {nl}+∞
l=1 is a subsequence of {Nl}+∞

l=1 , where
N1, N2, . . . , Nl, . . . are consecutive numbers for which t(Nl) = t(n1), (l > 1). Lemma
5 implies that

lim sup
l→+∞

(Nl+1 −Nl) = +∞.

Then, since hk is fixed, we obtain (2). The claim follows.

Theorem 4. For all k > 1, there is a natural number n > 1, such that

|O(n, n+ 1, . . . , n+ k)| = +∞.

Proof. Let us fix the value k > 1 and let a = a(k) be chosen later. Consider the sum

Vk(x) =
∑

n6x
Ω(n+j)6a, 06j6k

1.

It is enough to show that this sum is unbounded. Indeed, since

# {t ∈ T : ∃n > 1,Ω(n) 6 a, t(n) = t}
6
∑

m6a

# {(x1, . . . , xm) ∈ Nm : x1 + · · ·+ xm 6 a} = Oa(1),

it follows that there are only a finite number of tuples (t1, . . . , tk+1) ∈ T k+1 such that
tj = t(n+ j),Ω(n+ j) 6 a for some n > 1 and for each 0 6 j 6 k. Hence, if Vk(x) is
unbounded as x → +∞, then at least one of the tuple of trees occurs infinitely many
times. Define the number q = q(k) as follows:

q =
∏

p6k+1

pα(p),

where α(p) is the smallest number α so that pα > k+1. Now we are going to estimate
Vk(x). Put

P (x) =
∏

p6x

p,
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and leave only those n that are multiples of q. Then we get

Vk(x) >
∑

n6x−k
n≡0 (mod q)

Ω(n+j)6a, 06j6k

1 >
∑

l6y
gcd(l,P (k+1))=1

Ω(ql+j)6a, 06j6k

1, (3)

where y = (x − k)/q. It is easy to see that every number 1 6 j 6 k divides q. Put
aj = q/j, then we will have lq + j = j(aj l + 1). Choose a in the form

a = 10k +
∑

p6k+1

α(p).

Then since
Ω(j) 6 Ω(q) =

∑

p6k+1

α(p),

it follows that

Vk(x) >
∑

l6y
gcd(l,P (k+1))=1

Ω(l)610k
Ω(aj l+1)610k, 16j6k

1 >
∑

l6y
gcd(F (l),P (xε))=1

1 = Sk(x),

where ε = ε(k) = 1/(10k) and

F (l) = l
∏

16j6k

(aj l+ 1).

The last inequality is explained as follows. Let gcd (m,P (xε)) = 1 for some m 6 x
and let

m = p1p2 · · · ps
be a decomposition of m into not necessarily different prime factors. Then s = Ω(m)
and

x > m > xεs = x
s

10k .

Hence, we get that Ω(m) = s < 10k, and the last inequality follows. Now, using the
Brun’s sieve (see Th. 6.2.5 from [Mur05]), we will give the lower bound for Sk(x). For
a finite sequence of natural numbers A = (a), a subset of primes P , and a parameter
z, we define the sum S(A,P , z) to be

S(A,P , z) =
∑

a∈A
gcd(a,P )=1

1,

where
P =

∏

p∈P, p6z

p.

10



Let also Ad = {a ∈ A : a ≡ 0 (mod d)}. We assume that, for all d|P ,

#Ad = X
w(d)

d
+Rd, (4)

where X is indended of d, and w(d) is a multiplicative function such that 0 6 w(p) < p
for p ∈ P and w(p) = 0 for p 6∈ P .

Put A = {F (l)}l6y. Let P be the set of all prime numbers, and let z = xε. Then
we conclude that Sk(x) = S(A,P , z). Let us check condition 4. Consider a number
d|P = P (xε). Fix an arbitrary prime divisor p of d and consider the sum

Sp =
∑

l6p
F (l)≡0 (mod p)

1.

If p 6 k + 1, then the congruence F (l) ≡ 0 (mod p) is equivalent to l ≡ 0 (mod p)
because p divides aj for each 1 6 j 6 k. Hence, we obtain Sp = 1. Note that if
p > k + 1, then each aj is prime to p and Sp 6 k + 1. Using the Chinese remainder
theorem, we obtain

∑

l6d
F (l)≡0 (mod d)

1 =
∏

p|d
p>k+1

Sp.

Hence, splitting the segment [1, y] into segments of length d, we find that

#Ad =
∑

l6y
F (l)≡0 (mod d)

1 =
∑

l6d⌊ y
d ⌋

F (l)≡0 (mod d)

1 +
∑

d⌊ y
d ⌋<l6y

F (l)≡0 (mod d)

1

=
⌊y

d

⌋ ∏

p|d
p>k+1

Sp + θ
∏

p|d
p>k+1

Sp =
(y

d
− θ1

) ∏

p|d
p>k+1

Sp + θ
∏

p|d
p>k+1

Sp

=
y

d

∏

p|d
p>k+1

Sp + (θ − θ1)
∏

p|d
p>k+1

Sp, (5)

where 0 6 θ, θ1 6 1. Thus, we conclude that X = y, w(d) =
∏

p|d
p>k+1

Sp, and

Rd = (θ − θ1)
∏

p|d
p>k+1

Sp.

Note that |Rd| 6 w(d). For p 6 k + 1 we have

0 6
w(p)

p
=

1

p
6

1

2
,

11



and for p > k + 1:

0 6
w(p)

p
6

k + 1

p
6

k + 1

k + 2
= 1− 1

k + 2
.

Finally, from the Mertens’ first theorem, we see that for 2 6 u < z we have

∑

u6p<z

w(p) log p

p
6 (k + 1) log

z

u
+ 3(k + 1).

Therefore, choosing parameters A1 = k + 2, κ = k + 1, A2 = 3(k + 1), and applying
Theorem 6.2.5 from [Mur05], we conclude that

Sk(x) > yW (z)(1− E)−R,

where

W (z) =
∏

p6z

(

1− w(p)

p

)

=
∏

p6k+1

(

1− 1

p

)
∏

k+1<p6xε

(

1− Sp

p

)

,

E =
2λ2be2λ

1− λ222+2λ
exp

(

(2b+ 3)
c1

λ log z

)

, c1 = Oκ,A1,A2(1),

and

R = O(z
2b−1+ 2.01

e2λ/κ−1 ).

Hence, choosing λ = 0.253, b = 1 and using the fact that x > x0(k), we get 0 < E 6

0.99,

W (z) ≫k

∏

k+1<p6xε

(

1− k + 1

p

)

≫k

∏

p6xε

(

1− 1

p

)k+1

≫k
1

(log x)k+1
,

and
R ≪ xε(1+ 2.01

exp(0.506/(k+1))−1 ) 6 xε(1+ 2.01(k+1)
0.506 ) 6 x

4k+5
10k 6 x0.9.

Thus, we obtain that

Vk(x) > Sk(x) ≫k
x

(log x)k+1
→ +∞,

as x → +∞. The proof of the theorem is complete.

4 Trees in arithmetic progressions

The following theorem is a natural generalization of the well known result by Dirichlet
about primes in arithmetic progressions.
Theorem 5. For any fixed nontrivial planar rooted tree t, any modulus q, and any a
coprime to q, there are infinitely many n such that n ≡ a (mod q) and t(n) = t.
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Proof. Let t contain s ≥ 1 edges incident to the root. Let t1 be the first subtree
connected to the root from the left, t2 be the second one, and so on. Define δ to be
the multiplicative order of a modulo q, that is

δ = min{ν > 1 : aν ≡ 1 (mod q)}.

We will show that we can label each edge of t by some prime number so that the
resulting number is equal to a modulo q. We label the first edge connected to the root
on the left by a prime number p1 ≡ a (mod q), and the jth edge connected to the
root (here 2 6 j 6 s) by a prime pj ≡ 1 (mod q) so that p1 < p2 < · · · < ps. Now we
label each edge of t1 by a prime p ≡ 1 (mod δ) and each edge of tj for 2 6 j 6 s by
an arbitrary prime. It follows from the Dirichlet’s theorem on arithmetic progressions
that we can also achieve that p < q whenever the edges corresponding to p and q are
incidental to a common vertex and the edge corresponding to p is located to the left
of the edge corresponding to q. Denote the number we have constructed by n, then
t(n) = t. Moreover, it is easy to see that for some N > 1 we have

n ≡ a1+δN ≡ a (mod q).

Since we can construct infinitely many such numbers n, we conclude the proof.

5 Same tree on consecutive numbers

Consider two numbers n, n + 1 with the same (possibly planar) tree. For instance,
O(2, 3) is a milestone. It is less obvious, but true, that O(8, 9) is also a milestone:
indeed, if O(n, n+1) = [t, t] for some rooted tree t with only one edge connected to the
root (i.e., ω(n) = 1 = ω(n+ 1)) then n = 8 [CC]. Also, in this case the corresponding
tree t has no symmetry so there is no distinction between the planar and the nonplanar
situation. On the other hand, O(14, 15) is not a milestone. It is more difficult to decide
if the number of pairs of consecutive integers that are both squarefree (i.e. discrete)
semiprimes is actually infinite, i.e. if |O(14, 15)| = +∞. By Theorem 4 in [GGPPSY21].
there are infinitely many pairs (n, n + 1) such that t#(n) = t#(n + 1) = t#(420).
Concerning the k = 3 case, the sequence A039833 in the OEIS accounts for the smallest
of three consecutive squarefree numbers with exactly two prime divisors (again, the
corresponding tree is symmetric). The first such example is n = 33 and one finds 2377
instances of that observable in the window up to one million although we do not know
if |O(33, 34, 35)| = +∞.

Define a sequence by setting an to be the least integer with the property that
an, an + 1, an + 2, . . . , an + n − 1 share the same nonplanar tree (independently of
the tree itself). Then the first entries are a2 = 2, a3 = 33, a4 = 19940, a5 = 136824,
a6 = 630772, a7 = 30530822.

In the sequel, we look for bounds on the number of equal consecutive nonplanar trees.

For n > 1 define the value k(n) by

k(n) = max
{
k > 1 : t#(n+ 1) = t#(n+ 2) = · · · = t#(n+ k) = t for some t ∈ [T ]

}

13



Note that k(n) is bounded for planar rooted trees. Indeed, since 4 ∤ 4n+2 and 2 is the
smallest prime divisor of both 4n and 4n+2, it follows that t(4n+2) 6= t(4n). Hence, if

t(n+ 1) = t(n+ 2) = · · · = t(n+ k) = t

for some t ∈ T , then k 6 3.
In this section we prove the following

Theorem 6. Let n be large enough and k > 2. Then we have

log k(n) 6
2 logn

log logn
.

Moreover, if n has the form

n = (2 ↑↑ m)2↑↑(m−1), m > 2, (6)

where ↑↑ denotes tetration, we have

log k(n) 6
√

logn.

First of all, we prove the following lemma.
Lemma 6. For n → +∞ we have

k(n) = o(n).

Proof. If n+1, n+2, . . . , n+ k are primes for sufficiently large n, then k = 1, and we
are done. Suppose that n+1, n+2, . . . , n+k are composite. It follows from the Prime
Number Theorem that for each ε > 0 there is a n0(ε) > 0 such that for all n > n0(ε)
the interval Iε = (n, n+ εn] contains a prime number. Thus k 6 εn as claimed.

Let H(n) be the height of t#(n). We need the following lemma.
Lemma 7. For l > 1 and x, y > 2 put

Sl(x; y) = # {x < n 6 x+ y : H(n) > l} .

Then we have

Sl(x; y) ≪
y

2 ↑↑ l
+ 2 ↑↑ (l − 1)

(x+ y)1/2↑↑(l−1)

log(x+ y)
,

where the implied constant is absolute.

Proof. If H(n) > l, then there is a prime power pr such that H(r) > l − 1 and pr

divides n. Hence, we have

Sl(x; y) 6
∑∑

pr6x+y, p prime

H(r)>l−1

∑

x<n6x+y
n≡0 (mod pr)

1 = S1 + S2,

14



where S1 denotes the contribution of those p and r for which pr 6 y, and S2 denotes
the contribution of the remaining p and r.

First we estimate S1. Since r = 2 ↑↑ (l − 1) is the smallest number for which
H(r) > l − 1, we have

S1 6
∑∑

pr6y, pprime

H(r)>l−1

(
y

pr
+ 1

)

6 2y
∑

p

∑

r>2↑↑(l−1)

1

pr
6 4y

∑

p

1

p2↑↑(l−1)
6 4y(ζ(2 ↑↑ (l−1))−1),

where ζ(s) denotes the Riemann zeta function. Since

ζ(α) − 1 6
1

2α
+

∫ +∞

2

dt

tα
≪ 1

2α
, (α > 1),

we conclude that S1 ≪ y/(2 ↑↑ l).
Now we are going to estimate the sum S2. Note that there is at most one n for

which x < n 6 x+ y and n ≡ 0 (mod pr), pr > y. Hence, we get that

S2 6
∑

p6(x+y)1/2↑↑(l−1)

∑

r6
log(x+y)

log p

H(r)>l−1

1.

Using the uniformly bound (see [Iud21])

∑

r6x
H(r)>k

1 ≪ x

2 ↑↑ k
, (x > 2, k > 1), (7)

we find that

S2 ≪ log(x+ y)

2 ↑↑ (l − 1)

∑

p6(x+y)1/2↑↑(l−1)

1

log p
. (8)

Let π(z) denotes the number of primes up to z, then using Chebyshev’s bound π(z) ≪
z/ log z, we obtain

∑

p6z

1

log p
6

√
z +

∑

√
z<p6z

1

log p
≪

√
z +

π(z)

log z
≪ z

(log z)2
, (z > 2).

Hence, from (8) we deduce that

S2 ≪ 2 ↑↑ (l − 1)
(x+ y)1/2↑↑(l−1)

log(x+ y)
,

which gives the lemma.
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Now we are ready to prove Theorem 6.

Proof. For n large enough put

l = max{ν > 2 : 2 ↑↑ (ν − 1) 6
√

logn/ log 2}.

Let us consider several cases.

1. H(n+ 1) = H(n+ 2) = · · · = H(n+ k) < l;
2. H(n+ 1) = H(n+ 2) = · · · = H(n+ k) > l.

Consider the first case. Among any consecutive 2α+1 numbers, there is exactly one
number that is divisible by 2α and not divisible by 2α+1. Hence, since H(2 ↑↑ l) = l,
it follows that

k 6 2 · 2 ↑↑ l 6 2
√

logn/ log 2+1
6 e

√
log n.

Consider the second case. Lemma 7 implies that for some c1 > 0 we have

k =

k∑

j=1
H(n+j)>l

1 6
c1k

2 ↑↑ l
+

c12 ↑↑ (l − 1)

log(n+ k)
(n+ k)1/2↑↑(l−1). (9)

Thus, using Lemma 6 and the inequality

2 ↑↑ (l − 1) >
1

2
log logn− 1

2
log log 2,

which follows from the definition of l, we obtain

k 6 c1

(

1− c1
2 ↑↑ l

)−1
2 ↑↑ (l − 1)

logn
n1/2↑↑(l−1)(1 + o(1))

6 c2
2 ↑↑ (l − 1)

logn
n1/2↑↑(l−1)

6
c2√

log 2 logn
n2/ log logn

6 e2 log n/ log logn.

Suppose that n has the form

n = (2 ↑↑ m)2↑↑(m−1).

Then l = m and 2 ↑↑ (m− 1) =
√

logn/log 2. Hence,

k 6 c2
2 ↑↑ (l − 1)

logn
n1/2↑↑(l−1)

6
c2√

log 2 logn
n
√

log 2/ logn
6 e

√
logn.

This completes the proof.

The following theorem shows that the number of integers n with large k(n) is small.
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Theorem 7. Set

K(x; g) = # {n 6 x : k(n) > g} .
Then uniformly on x > 2 and g > 2 we have

K(x; g) ≪ x

log g
.

Proof. Define m from the inequlity

2 · 2 ↑↑ m 6 g < 2 · 2 ↑↑ (m+ 1).

Then it easy to see that for each n > 1 there is a 1 6 j 6 g such that

n+ j ≡ 0 (mod 2 ↑↑ m) and n+ j 6≡ 0 (mod 2 · 2 ↑↑ m).

Thus we get
H(n+ j) > m.

Hence, using (7) we obtain

K(x; g) 6 #
{
n 6 x : t#(n+ 1) = · · · = t#(n+ g)

}

6 # {n 6 x : H(n+ 1) = · · · = H(n+ g)}
6 # {n 6 x : H(n+ 1) > m} ≪ x

2 ↑↑ m
.

Since
log g

log 2
− 1 < 2 ↑↑ m,

we conclude the proof.

A stronger result than Theorem 6 (for numbers not of the type (6)) is the following.
Theorem 8. For n → +∞ we have

log k(n) ≤
(

1√
2
+ o(1)

)
√

logn log logn.

Note that the theorem follows immediately from the corresponding bound in [EPS,
Th. 5], where the authors consider the quantity

kEPS(n) := max {k > 1 : ω(n+ 1) = ω(n+ 2) = · · · = ω(n+ k)}

and prove that

kEPS(n) 6

(
1√
2
+ o(1)

)
√

logn log logn.

Since trivially we have k(n) 6 kEPS(n), the desired result follows. Anyway, it would
be interesting to have a better understanding of the relationship between k(n) and
kEPS(n).
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Theorem 9. For ω(n) → +∞ we have

k(n− 1) 6 ω(n)ω(n)(1+o(1)).

Proof. Set

P (n) =
∏

p6pω(n)+1

p.

For each n > 1 there is a number j such that 0 6 j 6 P (n)− 1 and

n+ j ≡ 0 (mod P (n)).

Since ω(n+ j) > ω(P (n)) > ω(n), it follows that t#(n) 6= t#(n+ j). Thus

k(n− 1) 6 P (n).

Using the Prime Number Theorem, we complete the proof.

It is well known (see [HT, Theorem 010] and take t = x) that

# {n 6 x : ω(n) 6 10 log log x} = x− o(x).

Hence, for almost all n 6 x we have

log k(n) = O(log log x log log log x),

which gives a better bound than the one given by Theorem 8.

6 When two configurations of trees are equal

In this section, we study relations between numbers that give the same tree
configurations.
Lemma 8. Let k, m, and n be positive integers for which m < n and

O(m,m+ 1, . . . ,m+ k) = O(n, n+ 1, . . . , n+ k). (10)

Then we have

k log
n+ k

m+ k
≪

√
n+ k,

where the implied constant is absolute.

Proof. It follows from (10) that for each 0 6 a < b 6 k we have

O(m+ a+ 1, . . . ,m+ b) = O(n + a+ 1, . . . , n+ b). (11)

Set
F (x) =

∑

n6x

2ω(n).
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Hence, from (11) we find that

F (n+ b)− F (n+ a) = F (m+ b)− F (m+ a), (0 6 a < b 6 k).

Therefore, the function
f(a) = F (n+ a)− F (m+ a)

is constant when 0 6 a 6 k. Choose a′, a such that 0 6 a′ < a 6 k and

a− a′ = k(1− ε) (12)

for some 0 < ε < 1. Then using the asymptotic formula (see [Sa] and [GV])

F (x) = c1x log x+ c2x+O
(√

x
)
, (13)

where c1 = 1/ζ(2) = 6/π2, and c2 is some (more complicated) constant, we get

0 = f(a)− f(a′) = F (n+ a)− F (m+ a)− F (n+ a′) + F (m+ a′)

= c1((n+ a) log(n+ a)− (m+ a) log(m+ a))

− c1((n+ a′) log(n+ a′)− (m+ a′) log(m+ a′)) +O(
√
n+ k)

= g(a)− g(a′) +O(
√
n+ k), (14)

where
g(x) = c1((n+ x) log(n+ x)− (m+ x) log(m+ x)).

Using the mean value theorem for some 0 6 θ 6 1 we obtain

g(a)− g(a′) = g′(a′ + θ(a− a′))(a− a′) > c1

(

log
n+ k

m+ k

)

(a− a′). (15)

Using (12), (14), and (15) we conclude the proof.

Now we prove the following statement. If we have two same configurations of trees,
say, O(m,m + 1, . . . ,m+ k) and O(n, n+ 1, . . . , n+ k), and if k is not too large and
not too small in terms of m and n, then the distance between n and m is small.
Theorem 10. Let k be large enough, m 6 n, and

nα
6 k 6 mβ ,

where α and β are fixed parameters with 1/2 < α < β < 1. Suppose that

O(m,m+ 1, . . . ,m+ k) = O(n, n+ 1, . . . , n+ k). (16)

Then we have

n = m+O(mγ),

where γ = 3/2− α < 1.
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Proof. We may assume that m < n. It follows from the inequality n 6 k1/α and
Lemma 8 that

log
n+ k

m+ k
≪

√
n+ k

k
≪ k

1
2α−1.

Since 1/(2α)− 1 < 0, we get

n+ k

m+ k
6 e

O
(

k
1
2α

−1
)

= 1 +O
(

k
1
2α−1

)

.

Hence, we will have

n+ k 6 m+ k +O

(
m

k1−
1
2α

+ k
1
2α

)

. (17)

Since mα 6 k 6 mβ and the function

f(k) =
m

k1−
1
2α

+ k
1
2α

is decreasing for
0 < k 6 m (2α− 1) ,

it follows that the remainder term in (17) does not exceed

O(f(mα)) = O(m
3
2−α).

Thus we have
m < n 6 m+O(m

3
2−α).

The proof of the lemma is complete.

Now we show that if we have two same configurations of trees then the length k
of these configurations is not too large.
Theorem 11. Let k, m, and n be positive integers for which m 6 n/2 and

O(m,m+ 1, . . . ,m+ k) = O(n, n+ 1, . . . , n+ k).

Then we have

k ≪
√
n(logn)

3
2 ,

where the implied constant is absolute.

Proof. Since m 6= n we have

k < κ+(m) 6 cm logm 6 cn logn

for some sufficiently large c > 0.
Hence, from Lemma 8 we derive

k log
n+ k

m+ k
≪
√

n logn.
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Since

log
n+ k

m+ k
= log

(

1 +
n−m

m+ k

)

> log

(

1 +
n/2

2cm logm

)

> log

(

1 +O

(
1

logn

))

≫ 1

logn
,

we conclude the proof.

We now prove an analogue of Theorem 11 for all m < n. Namely, we prove the
following
Theorem 12. Let k, m, and n be positive integers for which m < n and

O(m,m+ 1, . . . ,m+ k) = O(n, n+ 1, . . . , n+ k).

Then we have

k ≪ n
3
4 (log n)

3
2 ,

where the implied constant is absolute.

Note that Lemma 8 is no longer sufficient, since for m close to n it gives too rough
bound for k.

First, we need one unexpected lemma from the combinatorics on words. Let us fix
some notations. Let Σ denotes an arbitrary alphabet, and Σ∗ denotes the set of all
finite words over Σ. For each α, β ∈ Σ∗ we define αβ ∈ Σ∗ to be the concatenation of
α and β. We also write

αn = α · · ·α
︸ ︷︷ ︸

n times

(α ∈ Σ∗, n > 1).

Let us reserve the symbol Λ for the empty word. Thus αΛ = Λα for each α ∈ Σ∗.
Denote the length of a word α by |α|. We prove the following
Lemma 9. Let α, β, γ ∈ Σ∗ be words such that α, γ 6= Λ and

αβ = βγ. (18)

Then we have

αβγ = αnδ,

where α = δλ for some λ ∈ Σ∗ and δ 6= α.

Proof. The proof is by induction on |β|. For |β| = 0 we have β = Λ and α = γ. Hence,
αβγ = α2 and λ = δ = Λ 6= α.

Assume that the lemma is true for arbitrary β′ with |β′| = m > 0. Let us prove it
for β with |β| = m+ 1. We have β = kβ′ for some k ∈ Σ and β′ ∈ Σ∗ with |β′| = m.
From (18) we find that αkβ′ = kβ′γ. Since α 6= Λ, it follows that α = kα′ for some
α′ ∈ Σ∗. Hence, α′kβ′ = β′γ. According to the inductive hypothesis we get

α′kβ′γ = (α′k)nδ,
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where α′k = δλ, n > 1, and δ, λ ∈ Σ∗. Therefore, we have

αβγ = kα′kβ′γ = k(α′k)nδ = (kα′)nkδ = αnkδ.

Consider three cases:

1. δ = Λ;
2. δ 6= Λ, λ = Λ;
3. δ 6= Λ, λ 6= Λ.

In the first case we have αβγ = αnk. Hence, if α′ = Λ, then αβγ = kn+1 = αn+1.
Else if α′ 6= Λ, then αβγ = αnk and k 6= α.

In the second case we have α′k = δ. Since δ 6= Λ, it follows that δ = δ′k for some
δ′. Hence, α′ = δ′ and kδ = kδ′k = kα′k = αk. Thus we get

αβγ = αnkδ = αn+1k.

If α′ = Λ, then α = k and αβγ = αn+2. Else if α′ 6= Λ, then αβγ = αn+1k and k 6= α.
In the third case for δ, λ 6= Λ we have

α′k = δλ.

Hence, λ = λ′k for some λ′, and α′ = δλ′. Thus α = kα′ = kδλ′. If λ′ = Λ, then
αβγ = αnkδ = αn+1. Else if λ′ 6= Λ, then αβγ = αnkδ and kδ 6= α. The proof of the
lemma is complete.

The next lemma gives a bound for the lowest prime which not divided a given
number.
Lemma 10. Let q > 2 and

ρ(q) = min {p prime : p ∤ q} . (19)

Then we have

ρ(q) ≪ log q.

Proof. The lemma is trivial for odd q. So, we may assume that q is even. Hence, the
canonical decomposition of q has the form

q = pα1
1 · · · pαi

i q
αi+1

i+1 · · · qαs
s (i > 1),

where s = ω(q), pj denotes the jth prime, αj > 1 for 1 6 j 6 s, and

pi+1 < qi+1 < · · · < qs.

Then on the one hand, by Bertrand’s postulate (see [Mur08] Ch. 3, Th. 3.1.9) we have
ρ(q) = pi+1 6 2pi. On the other hand, by Chebyshev’s bound we have

q > p1p2 · · · pi > ecpi (c > 0).
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Thus ρ(q) 6 (2/c) log q. The proof of the lemma is complete.

Now we are going to prove Theorem 12.

Proof. Consider two cases:

1. m 6 n− nα,
2. n− nα < m < n,

where 0 < α < 1 will be defined later. In the first case, since

k < κ+(m) 6 cm logm

for some c > 0, we have

log
n+ k

m+ k
= log

(

1 +
n−m

m+ k

)

> log

(

1 +
n−m

cm logm

)

> log

(

1 +O

(
nα

n logn

))

≫ 1

n1−α logn
.

Since
k < κ+(n) ≪ n logn,

it follows from Lemma 8 that

k ≪
√
n+ k

log n+k
m+k

≪ n
3
2−α(logn)

3
2 . (20)

Consider the second case. If
k 6 n

1
20 , (21)

then we are done. So, we may assume that k > n1/20. If m+ k 6 n, then

k < nα. (22)

Else we have k > q := n−m. If k/q < kε for some ε = ε(n) > 0, then

k < q
1

1−ε 6 n
α

1−ε . (23)

Suppose that k/q > kε. Define the value M from the inequalities

P :=
∏

p6M
p∤q

p 6
k

q
<

∏

p6M+1
p∤q

p.

Then we obtain

k

q
6 (M + 1)π(M+1)−ωM+1(q) 6 (M + 1)π(M)−ωM (q)+1,
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where
ωx(q) :=

∑

p|q
p6x

1.

Hence,

π(M)− ωM (q) + 1 >
log k

q

log(M + 1)
>

ε log k

log(M + 1)
. (24)

On the other hand, we have

∏

p6M

p 6
k

q

∏

p|q
p 6 k.

Hence, M + 1 6 log k(1 + o(1)). In what follows, we will choose ε so that

1 = o

(
ε log k

(log log k)2

)

(25)

and
k1−ε = o(k). (26)

Hence, from (24) we find that

π(M)− ωM (q) >
ε log k

log log k + o(1)
− 1

=
ε log k

log log k
+ o

(
ε log k

(log log k)2

)

=
ε log k

log log k
(1 + o(1)).

Note that k = o(n). Indeed, due to Lemma 9 for each a ∈ [m,n) we have

t(a+ q) = t(a+ 2q) = · · · = t(a+ ηq), (27)

where η = ⌊k/q⌋. If η 6 2ρ(q), where ρ(q) is defined in (19), then using Lemma 10 we
obtain η ≪ log q and

k ≪ q log q ≪ nα logn = o(n). (28)

Otherwise, if η > 2ρ(q), then there exists 1 6 j 6 2ρ < η such that a+jq ≡ 0 (mod ρ)
and a+ jq is not a prime. Hence,

a+ q, a+ 2q, . . . , a+ ηq

are composite numbers for all a ∈ [m,n) . Therefore, there are no primes in the set

⊔

a∈[m,n)

{a+ q, a+ 2q, . . . , a+ ηq} = [n, n+ ηq) .
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Hence, ηq = o(n) and k = o(n), as desired. It follows from (27) that

E(a+ q) = E(a+ 2q) = · · · = E(a+ ηq), ∀a ∈ [m,n) .

Since (P, q) = 1, there is some j such that 1 6 j 6 P 6 k/q and

a+ jq ≡ 0 (mod P ).

Thus we get that

E(a+ jq) > ω(P ) = π(M)− ωM (q) >
ε log k

log log k
(1 + o(1)).

Hence, using (27) we obtain

η
∑

j=1

E(a+ jq) >
ηε log k

log log k
(1 + o(1)).

Summing this inequality over all a ∈ [m,n), we get

ηq
ε log k

log log k
(1 + o(1)) 6

n−1∑

a=m

η
∑

j=1

E(a+ jq) 6

k∑

j=0

E(n+ j).

It follows from (26) that k − qη < q 6 k1−ε = o(k). Thus we conclude that

kε log k

log log k
(1 + o(1)) 6

k∑

j=0

E(n+ j).

Now we use some ideas from [Spa23]. Let us find an upper bound for the last sum.
We have

k∑

j=0

E(n+ j) =

k∑

j=0

∑

p|n+j

(1 + E(νp(n+ j))) = E1 + E2,

where E1 denotes the contribution of p 6 k, and E2 denotes the contribution of the
remaining p. For E1 we have

E1 =
∑

p6k

∑

ν6
log(n+k)

log p

(1 + E(ν))

k∑

j=0
pν ||n+j

1 6
∑

p6k

∑

ν6
log(n+k)

log p

(1 + E(ν))

(
k + 1

pν
+ 1

)

,
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where pν ||n means that pν |n and pν+1 ∤ n. Since E(ν) 6 ν − 1, we see that the
contribution from the term (k + 1)/pν is just

(k + 1)
∑

p6k

∑

ν6 log(n+k)
log p

1 + E(ν)

pν
≪ k

∑

p6k

1

p
≪ k log log k.

Using the inequality (see [Iud21], Theorem 1)

∑

ν6x

E(ν) ≪ x log log x, (x > 2),

we get that the contribution from 1 is bounded by

∑

p6k

∑

ν6 log(n+k)
log p

(1 + E(ν)) ≪ log(n+ k)
∑

p6k

1

log p
+
∑

p6k

log(n+ k)

log p
log log log(n+ k)

≪ k

(log k)2
log(n+ k) log log log(n+ k).

Since k = o(n), we obtain

E1 ≪ k

(log k)2
logn log log logn+ k log log k.

For E2 we have

E2 =

k∑

j=0

∑

p|n+j
p>k

(1 + E(νp(n+ j))) 6

k∑

j=0

∑

p|n+j
p>k

νp(n+ j).

Since
n+ j =

∏

p|n+j

pνp(n+j) >
∏

p|n+j
p>k

kνp(n+j), (0 6 j 6 k),

it follows that
∑

p|n+j
p>k

νp(n+ j) 6
log(n+ k)

log k
.

Hence,

E2 6
k logn

log k
(1 + o(1)).

Thus we obtain

kε log k

log log k
(1 + o(1))
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6
k log n

log k
(1 + o(1)) +O(k log log k) +O

(
k

(log k)2
logn log log logn

)

.

Since

log log k = o

(
ε log k

log log k

)

and
log log logn

log k
= o(1),

we get that
ε log k

log log k
6

logn

log k
(1 + o(1)).

That is for some 2 6 L 6 (1/ε) logn(1 + o(1)) we have

(log k)2

log log k
= L.

Hence,
2 log log k(1 + o(1)) = logL

and

log k 6

√

logn
1
ε log logn

1
ε

(
1√
2
+ o(1)

)

. (29)

Choose α = 3/4 and ε = 2 log logn/logn. Then it follows from (20), (21), (22), (23),
(28), and (29) that

k ≪ n
3
4 (log n)

3
2 .

This completes the proof of Theorem 12.
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[EPS] P. Erdős, C. Pomerance, A. Sárközy, ”On Locally Repeated Values of Certain

Arithmetic Functions, IV”, Ramanujan J. 1 (1997), 227-241.

[GV] A. A. Gioia, A. M. Vaidya, ”The number of squarefree divisors of an integer”,
Duke Math. J. 33 (1966), 797-799.

[GGPPSY21] D. A. Goldston, S. W. Graham; A. Panidapu, J. Pintz, J. Schettler, C.
Y. Yıldırım, Small gaps between almost primes, the parity problem, and some
conjectures of Erdös on consecutive integers II, J. Number Theory 221 (2021),
222–231.

[Iud21] V. V. Iudelevich, ”On the Tree Structure of Natural Numbers”(in Russian),
Diskr. Mat., 33, 3 (2021), pp. 121-141.

[Iud22] V. V. Iudelevich, On the Tree Structure of Natural Numbers, II,
arXiv:2210.06055.
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