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ABSTRACT

The present volume consists of the proceedings of the International Young Seminar
on Bounded Cohomology and Simplicial Volume held online from November 2020 to
February 2021. This series of twelve talks was intended to be a gentle introduction to
the main problems around the theory of bounded cohomology and simplicial volume
as well as to many of their applications. Especially in this period in which travelling
was very difficult (if not impossible at all), we founded this event as an opportunity to
keep in touch with all the young researchers in the area and to provide both Master’s
and PhD students with an alternative to usual winter schools. Inspired by the style
of the “What is . . . ” articles in the Notices of the American Mathematical Society, we
invited young researchers to answer this question about the specific area of the subject
they are working on. Via their 45 minutes talks, we gathered different perspectives
on bounded cohomology and simplicial volume, as well as related invariants.

As a complementary source for the audience we asked all the speakers to kindly
write a short report on their own talk: these reports are collected here. They are
meant to be an introductory reading for those who are interested in learning the main
ideas and definitions in the theory. Indeed, the emphasis is put on giving precise
definitions, always accompanied by many examples, and theorems together with the
main ideas behind the proofs.

With this collection we aim to offer the reader a convenient starting point to
learn about the foundational results of simplicial volume and bounded cohomology,
as well as about the newer developments, in a gentle and informal way. Plenty of
references should then point towards the relevant literature the readers interested in
a further study of particular topics.
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How to read this book. Every chapter, as coming from an individual talk, is
mainly self contained. However, given the recurring audience, the new talks were
allowed to use the material from the previous ones. Consequently this might be true
also for some chapters of this collection. When this is the case, internal references
are provided.

We advise a reader beginning in the subject to read the introduction before
starting with the individual chapters: this should provide the necessary background
and notation for the sequel. The first half of the book primarily deals with spaces,
geometric aspects and simplicial volume, while the second half is more concerned
with groups, algebraic aspects and bounded cohomology. Of course both points of
view are intertwined.

Overview. Among the results in this collection, we present two of the main
theorems in the theory. Namely, we give a proof of Gromov’s Mapping Theorem in
Chapter 1. Then, Chapters 2 and 12 give two different proofs of the Gromov–Thurston
Proportionality Principle. The familiarity with bounded cohomology developed along
this book should be helpful to appreciate the second, more algebraic proof. The
main differential geometric aspects in the theory are further discussed in Chapters 3
and 4, via the interactions of simplicial volume, curvature and systoles. A more
topological approach is taken in Chapter 5 by explaining the interplay of ergodic
theory and simplicial volume. This direction is further developed in Chapter 6
about `2-invariants. The transition from geometry to algebra happens in Chapter 7,
where stable commutator length is introduced together with applications to simplicial
volume. Bavard Duality connects stable commutator length to quasimorphisms:
Chapters 8 and 9 describe how to construct these for classes of negatively curved
groups. Finally, we leave the discrete world to explore the bounded cohomology of
topological groups. To this end, symmetric spaces are introduced in Chapter 10 as
well as the Dupont conjecture. Moreover, some applications of continuous bounded
cohomology to rigidity theory are discussed in Chapter 11.

Acknowledgements. The editors warmly thank the Universität Regensburg
for virtually hosting the seminars, as well as the grant CRC 1085 Higher Invariants
(Universität Regensburg funded by DFG) for its support.

The editors are also in debt to Roberto Frigerio, Clara Löh, Alessandra Iozzi,
Maria Beatrice Pozzetti, Roman Sauer and Alessandro Sisto for many useful comments
on the first draft of this collection.
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INTRODUCTION

Simplicial volume and basic properties. Simplicial volume is a homotopy
invariant of manifolds introduced in Gromov’s proof of Mostow rigidity [Mun80]. It
measures the complexity of a manifold in terms of the singular chains representing
its real fundamental class. More precisely, given a topological space X we define the
`1-norm on the space of real singular n-chains Cn(X;R) as follows:∥∥∥∥∥

k∑
i=1

aiσi

∥∥∥∥∥
1

=
k∑
i=1

|ai|

for all
k∑
i=1

aiσi ∈ Cn(X;R) in reduced form. The `1-norm then descends to a seminorm,

called `1-seminorm, when we consider homology groups:

‖α‖1 = inf

{∥∥∥∥∥
k∑
i=1

aiσi

∥∥∥∥∥
1

∣∣∣∣∣
[

k∑
i=1

aiσi

]
= α

}
,

for all α ∈ Hn(X;R). This leads to the definition of simplicial volume:

Definition 1. Let M be a closed connected oriented topological manifold of
dimension n. The simplicial volume of M is defined to be the `1-seminorm of its real
fundamental class [M ] ∈ Hn(M ;R), i.e.:

‖M‖ := ‖[M ]‖1 ∈ R≥0.

Remark 2. It is worth noticing that one could also define the simplicial volume
for non-orientable and non-connected manifolds. Indeed, if M is not orientable, we
can simply set ‖M‖ := ‖M̃‖/2, where M̃ →M denotes the orientable double cover
of M . Similarly, if M is not connected, then its simplicial volume is just the sum of
the simplicial volumes of its connected components.

i
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Computing the exact value of the simplicial volume of a given closed manifold is
usually very challenging, and when it is non-zero there are by now only few cases known:
hyperbolic manifolds [Thu79, Gro82] (Chapters 2 and 12), manifolds covered byH2×
H2 [Buc08], and Hilbert modular surfaces [LS09]. Its non-vanishing is known in more
cases: for example for all closed locally symmetric spaces of non-compact type [LS06];
for all closed orientable Riemannian manifolds with sectional curvature bounded
from above by a negative number [Gro82, Thu79, IY82]; for surface bundles over
surfaces [Buc09]; for complex hyperbolic surfaces [Pie18b]; for manifolds satisfying
a certain negativity condition on their Ricci curvature [CW19, CW20] (Chapter
3). On the other hand, recently Heuer and Löh [HL21] proved that the spectrum
of simplicial volume of oriented closed connected 4-manifolds is dense in R≥0 (see
Chapter 7).

In many situations one can still provide estimates of the simplicial volume, which
in some cases lead to vanishing results. A classical result is contained in the following:

Proposition 3. Let f : M → N be a continuous map between oriented closed
connected n-manifolds of degree deg(f). Then, we have

‖M‖ ≥ |deg(f)| · ‖N‖,

with equality whenever f is a covering.

The previous result relating simplicial volume to mapping degree readily shows
that manifolds admitting self maps of degree greater than or equal to 2 have vanishing
simplicial volume. Hence, we easily deduce that all spheres and tori (or, more
generally, products with spheres or tori) of dimension n ≥ 1 have zero simplicial
volume:

‖Sn‖ = 0 and ‖Tn‖ = 0.

Moreover, Proposition 3 also implies that the simplicial volume is in fact a
homotopy invariant.

Corollary 4. If M and N are homotopy equivalent, then ‖M‖ = ‖N‖.

Actually the previous statement can be strengthened as follows: the simplicial
volume of essential manifolds (Chapter 4) only depends on their classifying map into a
model of their classifying space [Gro82, Corollary (B), p. 40]. This is a consequence
of a deep theorem called Gromov’s Mapping Theorem [Gro82, Mapping Theorem, p.
40], whose statement and proof are discussed in Chapter 1 (Theorem 1.0.2).

Simplicial volume vs. Riemannian geometry. Although simplicial volume
could appear at first sight to be only a topological invariant, it actually encodes a lot
of information on the geometry carried by the manifold in question. For instance, the
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simplicial volume of a negatively curved manifold is proportional to its Riemannian
volume, thus justifying the name of the invariant. This striking result, which extends
e.g. Gauss–Bonnet Theorem for hyperbolic manifolds in all dimensions, is known as
Gromov and Thurston’s Proportionality Principle [Thu79, Gro82]. In this collection
we will provide two different proofs, one for hyperbolic manifolds (Chapter 2) and one
for non-positively curved ones (Chapter 12). However, it is worth mentioning that
the result also holds true without any curvature assumption [Löh04, Löh06, Fri11].

Theorem 5 (Proportionality Principle [Thu79, Gro82]). Let M be a closed
Riemannian manifold. Then the ratio between its simplicial and Riemannian volume
only depends on the isometry type of the universal Riemannian covering of M .

Bounded cohomology of spaces and Duality Principle. For many com-
putations of the simplicial volume it is more convenient to work with the dual
theory, called bounded cohomology. Bounded cohomology was first introduced by
Johnson [Joh72] and Trauber in relation with problems on Banach algebras. How-
ever, it was only after the pioneering paper by Gromov [Gro82], who extended the
definition from groups to spaces, that it started to spread as an independent and
active field [Iva87, Nos91, Mon01, Fri17].

We recall here the definition of bounded cohomology of spaces and how it provides
information on the simplicial volume via the Duality Principle 10. We refer the
reader to Chapter 1 for further results on bounded cohomology of spaces. Let X be
a topological space and let Cn(X;R) denote the space of real singular n-cochains on
X. We can endow Cn(X;R) with an `∞-norm as follows:

‖f‖∞ := sup
σ∈Sn(X)

|f(σ)|,

where Sn(X) denotes the space of all n-singular simplices in X. Then, the previous
norm induces a seminorm in cohomology, called `∞-seminorm, as follows:

‖ϕ‖∞ := inf {‖f‖∞ | [f ] = [ϕ] ∈ Hn(X;R)} .

If we consider now the subspace C•b(X;R) ⊆ C•(X;R) of bounded cochains, i.e.
f ∈ C•b(X;R) if and only if ‖f‖∞ < +∞, we obtain a subcomplex (C•b(X;R), δ•)

of the standard singular complex, since the coboundary operator sends bounded
cochains to bounded cochains. Hence, we get the following definition:

Definition 6. Let X be a topological space. We define the nth bounded coho-
mology group of X with real coefficients H•b(X;R) to be the homology of the bounded
cochain complex (C•b(X;R), δ•). This actually defines a functor from the category of
topological spaces to the one of seminormed vector spaces.
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Remark 7. In these proceedings we will often omit the real coefficients from the
notation and simply write H•b(X) if there is no ambiguity.

Remark 8. Since bounded cohomology is a homotopy invariant [Gro82, p. 38],
one could extend the previous definition from spaces to groups by simply defining
the bounded cohomology of a discrete group G to be the bounded cohomology of
any model for its classifying space BG. However, for many algebraic applications it
will be worth introducing a different approach to bounded cohomology of groups, via
resolutions (see the section below).

Remark 9. The bounded cohomology groups are naturally endowed with the
`∞-seminorm. Soma [Som97b] constructed some examples of bounded cohomology
groups for which the seminorm is not a norm in degree 3 (and so the space is not
Banach). This was extended to acylindrically hyperbolic groups in [FFPS19], using
some of the tools that will be presented in Chapter 9. On the other hand, Matsumoto
and Morita [MM85] showed that the `∞-seminorm is always a norm in degree 2,
and so H2

b(G;R) is always a Banach space.

Notice that by construction the inclusion of the bounded cochain complex into
the singular one

ι• : C•b(X;R) −→ C•(X;R)

induces a map in cohomology

c•X : H•b(X;R) −→ H•(X;R)

called the comparison map. This map detects the gap between the bounded coho-
mology and the ordinary one. It also allows us to make explicit the duality between
bounded cohomology and simplicial volume (Proposition 12.2.2). To this end we first
recall the definition of Kronecker pairing : Given a topological space X, the Kronecker
pairing in degree n is the following bilinear map

〈·, ·〉 : Hn(X;R)×Hn(X;R) −→ R
([ϕ], [α]) 7−→ 〈[ϕ], [α]〉 := f(c),

(E1)

where f ∈ Cn(X;R) is any cocycle representing ϕ and c ∈ Cn(X;R) is any cycle
representing α. Notice that the definition does not depend on the chosen represen-
tatives. The fundamental coclass [M ]∗ in Proposition 10 is defined as the unique
element of Hn(M ;R) such that 〈[M ]∗, [M ]〉 = 1.

This leads to the following result:

Proposition 10 (Duality Principle [Gro82]). Let M be an oriented closed
connected n-dimensional manifold. Then, the simplicial volume of M is positive if
and only if the comparison map cnM in degree n is surjective.
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More precisely, we have

‖M‖ =
1

‖[M ]∗‖∞
,

where [M ]∗ denotes the fundamental coclass of M and we agree that 1/∞ = 0.

Bounded cohomology of groups. As already mentioned above, bounded
cohomology of groups has been first defined by Johnson [Joh72] and Trauber in the
seventies, and then studied as such, without applications to the simplicial volume,
by many mathematicians throughout the years [Iva87, Mon01, BM02, BI09,
Fri17, Iva17]. Indeed, bounded cohomology of groups encodes a lot of information,
relating to other invariants of groups. For instance, in low degrees it has connections
with other mathematical objects such as stable commutator length (Chapter 7) or
quasimorphisms (Chapters 7, 8).

Computing bounded cohomology, as simplicial volume, in general is a very
challenging task. Indeed, we still do not know any finitely generated non-amenable
group of which all the bounded cohomology groups are fully computed [HO15,
Löh17]. On the other hand, even the partial information which has been obtained
up to now via the available techniques turns out to have striking applications (see
the end of the introduction).

As it will be useful in several chapters of the present collection, we give a brief
introduction to bounded cohomology of discrete groups with trivial R coefficients
in what follows. Recall that after the works by Ivanov [Iva87, Iva17], Burger–
Monod [BM02] and Monod [Mon01], one can a priori compute bounded cohomology
of a group G with R coefficients just by taking any strong resolution of R via relatively
injective modules. However, we prefer to describe here in details the most common
ones, because they will appear later in this volume.

We begin with the so-called homogeneous resolution. Let G be a discrete group
and let us denote by

Cn(G;R) :=
{
f : Gn+1 −→ R

}
the space of degree n cochains on G. Then, we can define the homogeneous coboundary
operator as:

δn : Cn(G;R) −→ Cn+1(G;R)

δn(f)(g0, . . . , gn+1) :=

n+1∑
i=0

(−1)if(g0, . . . , ĝi, . . . , gn+1),

where ĝi means that we skip the entry gi. We can then consider the subcomplex of
bounded cochains (C•b(G;R), δ•) ⊂ (C•(G;R), δ•), where f ∈ Cn

b (G;R) if

‖f‖∞ := sup
(g0,...,gn)∈Gn+1

|f(g0, . . . , gn)| < +∞.
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Notice that the previous inclusion is well defined, since the homogeneous coboundary
operator sends bounded cochains to bounded cochains.

Definition 11. The homogeneous resolution of R is the following exact cocomplex

0 −→ R ε−→ C0
b(G;R)

δ0

−→ C1
b(G;R)

δ1

−→ C2
b(G;R)

δ2

−→ · · · ,

where the augmentation map ε is the inclusion of constant functions.

Notice that each space Cn
b (G;R) is naturally endowed with a G-action given by

(g · f)(g0, . . . , gn) = f(g−1g0, . . . , g
−1gn),

where f ∈ Cn
b (G;R) and g0, . . . , gn ∈ G. Using the previous resolution we can define

the bounded cohomology of G as follows:

Definition 12. The bounded cohomology of G with trivial real coefficients
H•b(G;R) is defined to be the homology of the cocomplex of G-invariants of the
homogeneous resolution:

0 −→ C0
b(G;R)G −→ C1

b(G;R)G −→ · · · ,

where (·)G denotes the submodule of G-invariants.

Remark 13. It is convenient in many situations (Chapters 9, 11) to work with
a subresolution of the homogeneous one, called alternating. Recall that a cochain
f ∈ Cn

b (G;R) is alternating if for every σ ∈ Sn+1, we have

f(gσ(0), . . . , gσ(n)) = sign(σ)f(g0, . . . , gn),

where sign(σ) denotes the signature of σ. We then denote by Cn
b,alt(G;R) ⊂ Cn

b (G;R)

the subspace of bounded alternating n-cochains. This provides the alternating
homogeneous cocomplex

0 −→ C0
b,alt(G;R) −→ C1

b,alt(G;R) −→ · · · .

If then we restrict to the subcomplex of G-invariants (C•b,alt(G;R)G, δ•), we can
compute the bounded cohomology of G isometrically [Fri17, 4.10].

Another useful resolution for computing bounded cohomology is the so-called
bar resolution (or inhomogeneous resolution), whose importance is mainly seen in
the computation of bounded cohomology in low degrees (Chapter 8). Notice that
every G-invariant n-cochain f ∈ Cn

b (G;R)G is completely determined by the values
that it takes on the set of (n+ 1)-tuples whose first entry is the neutral element eG.
This suggests to define another cochain complex (C

•
(G;R), δ•), as follows: The nth

cochain group is defined as the space

C
n
(G;R) = {f : Gn −→ R} ,
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and the nth coboundary operator is given by

δ
n
(f)(g1, g2, . . . , gn+1) = f(g2, . . . , gn+1)

+

n∑
k=1

(−1)kf(g1, g2, . . . , gkgk+1, . . . , gn+1)

+ (−1)n+1f(g1, . . . , gn),

where f ∈ C
n
(G;R).

Definition 14. The cochain complex (C
•
(G;R), δ•) is called the bar cochain

complex, the corresponding augmented complex is called the bar resolution.

Remark 15. Note that the difference between the homogeneous resolution and
the bar resolution is that the functions in the latter have one less variable, and
invariance is no longer required.

The reader is invited to check that δn+1 ◦ δn = 0 and calculate a few examples,
such as

δ
0
(f) = 0,

ker(δ
1
) = {φ : G −→ R : φ(gh) = φ(h) + φ(g)} = Hom(G,R).

One then defines the nth bounded cochain group C
n
b (G;R) as the subset of C

n
(G;R)

consisting of bounded functions. Since by linearity the coboundary homomorphism
sends bounded cochains into bounded cochains, we get a new cochain complex
(C
•
b(G;R), δ

•
). Notice that by construction we have an isometric isomorphism

(C
•
b(G;R), δ

•
) ∼= (C•b(G;R), δ•). This shows that the bounded cohomology of G

with trivial real coefficients can be computed via the bounded bar resolution.

Bounded cohomology and applications. Recall that in the case of bounded
cohomology of spaces we have introduced the comparison map which detects the gap
between bounded and ordinary cohomology. Similarly, we can define its algebraic
analogue as follows: working with the homogeneous resolution, the inclusion of
bounded cochains into arbitrary cochains C•b(G) ↪→ C•(G) induces a map

c•G : H•b(G) −→ H•(G)

called the comparison map. While in the topological setting the comparison map
encodes information on the simplicial volume of the manifold in question, in the
algebraic setting it yields information about the group G.

Remark 16. Notice that in degree zero the comparison map is always the identity
and in degree one it coincides with the zero map. For this reason, we usually restrict
our attention to the degrees n ≥ 2.
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We conclude this section by recalling some well-known applications of bounded
cohomology of groups. First, we can detect some geometric properties of groups in
terms of the behaviour of their comparison map. As a most striking example, we cite
Mineyev’s Theorem, that invokes the bounded cohomology theory with coefficients
(see [Mon01, Fri17]):

Theorem 17 ([Min02, Theorem 3]). For a finitely presentable group G, the
following statements are equivalent.

• G is hyperbolic.
• The comparison map H2

b(G,V ) → H2(G,V ) is surjective for any bounded
G-module V .
• The comparison map Hn

b (G,V )→ Hn(G,V ) is surjective for any n ≥ 2 and
any bounded G-module V .

From a topological point of view, via the Duality Principle 12.2.2 the previous
result readily implies that the simplicial volume of a closed negatively curved manifold
is non-zero.

On the other side of the spectrum of finitely generated groups, we have the older
result of Trauber and Johnson:

Theorem 18. [Joh72] If the group G is amenable, then Hn
b (G;R) = 0 for all

n ≥ 1.

In contrast with Mineyev’s result, the previous theorem, together with the
Mapping Theorem (Theorem 1.0.2), imply the vanishing of the simplicial volume of
every closed connected manifold of positive dimension with amenable fundamental
group.

As shown by the previous two results, bounded cohomology can behave very
differently from the ordinary one. Indeed, for k ≥ 1 the bounded cohomology of Zk

vanishes in positive degree by Theorem 18, while its usual cohomology does not. On
the other hand, non-abelian free groups Fk have Hn(Fk;R) = 0 for all n ≥ 2, while
both the second and the third bounded cohomology groups H2

b(Fk;R), H3
b(Fk;R) are

infinite-dimensional [Bro81, Mit84, Som97a].
However, for certain classes of groups it is believed that there is no difference

between bounded and ordinary cohomology. The comparison map is the main
character of the following well-known conjecture [Dup79, Mon06a], which is still
open for many groups (for more details see Chapter 10 and Conjecture 10.2.3 therein):

Conjecture 19 ([Dup79, Mon06a]). If G is a connected semisimple Lie group
without compact factors and with finite center, then the comparison map of G is an
isomorphism.
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Finally, bounded cohomology is a fundamental tool in rigidity theory. We mention
here three instances. The first one exploits the fact that a surjective homomorphism
G→ H induces an embedding in bounded cohomology in degree 2 [Hub13, Theorem
2.14]. This implies that if the bounded cohomology of G is small (say, it vanishes or
is finite-dimensional) and the one of H is large (say, it is infinite-dimensional), then
G cannot surject onto H. This idea is exploited for instance in the proof by Bestvina
and Fujiwara [BF02] of a superrigidity theorem for mapping class groups, initially
proven by Farb and Masur [FM98].

Another example about the importance of bounded cohomology in rigidity theory
is due to the following fact: Group actions on certain geometric objects produce
bounded cohomology classes, whose vanishing or non-vanishing captures properties of
the actions. For instance for higher rank lattices, one deduces that all such actions are
elementary in a suitable sense [BM99]. Geometric objects to which this philosophy
applies include Hn [Gro92, 7.E1] [Sel92], the circle [Ghy01] (see also Chapter 11),
a large class of negatively curved spaces [Mon06b, MS04, MS06, MMS04] and
finite-dimensional CAT(0) cube complexes [CFI16].

Finally, bounded cohomology comes into play when studying representations of
discrete groups into Lie groups, leading to the study of maximal representations : we
refer the reader to Chapter 11 for a detailed account.
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CHAPTER 1

GROMOV’S MAPPING THEOREM
VIA MULTICOMPLEXES

MARCO MORASCHINI

The aim of this short note is to give an introduction to the theory ofmulticomplexes
and explain its role in the proof that bounded cohomology of topological spaces only
depends on their fundamental groups:

Theorem 1.0.1 ([Gro82, Iva17, FM19]). Let f : X → Y be a continuous
map between path-connected CW-complexes such that π1(f) : π1(X)→ π1(Y ) is an
isomorphism. Then, for every n ≥ 0 the induced map

Hn
b (f) : Hn

b (Y ) −→ Hn
b (X)

is an isometric isomorphism.

Notice that Theorem 1.0.1 can be extended in two directions. On the one hand,
we can consider all topological spaces, and, on the other, it is sufficient to require
that π1(f) is an epimorphism with amenable kernel. This latter general formulation
is usually known as Gromov’s Mapping Theorem:

Theorem 1.0.2 ([Gro82, Iva17, FM19]). Let X and Y be path-connected
topological spaces and let f : X → Y be a continuous map such that π1(f) : π1(X)→
π1(Y ) is an epimorphism with amenable kernel. Then, for every n ≥ 0 the induced
map

Hn
b (f) : Hn

b (Y ) −→ Hn
b (X)

3
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is an isometric isomorphism.

Unfortunately, Gromov’s Mapping Theorem is not a straightforward corollary of
Theorem 1.0.1 and so we prefer to omit here all the technical details for deducing
it from Theorem 1.0.1. However, once the reader will be familiar with all the ideas
described in the sequel, they will be more than encouraged to check the missing
steps in order to prove Gromov’s Mapping Theorem. We refer the reader to [FM19,
Theorem 3] to see how to extend Theorem 1.0.1 from path-connected CW-complexes to
all path-connected topological spaces (the proof makes essential use of the invariance
of bounded cohomology under weak homotopy equivalences proved by Ivanov [Iva17])
and to [FM19, Chapter 5] for the complete proof of Gromov’s Mapping Theorem.

Contents

1.1. Strategy of the proof of Theorem 1.0.1 4
1.2. Multicomplexes 6
1.3. The singular multicomplex 8
1.4. Complete multicomplexes 10
1.5. Minimal multicomplexes 13
1.6. Aspherical multicomplexes 15

1.1. Strategy of the proof of Theorem 1.0.1

Before introducing the notion of multicomplexes and their properties, we outline
here the strategy for proving Theorem 1.0.1.

First recall that a path-connected CW-complex X is said to be aspherical if
πn(X) = 0 for all n ≥ 2. Notice that the homotopy type of aspherical CW-complexes
is completely characterised by their fundamental group [Hat02, Theorem 1B.8], i.e.
they are homotopy equivalent if and only if they have isomorphic fundamental group.
For this reason, aspherical spaces are usually represented by the symbol K(G, 1),
where G denotes their fundamental group. Moreover, for every path-connected
CW-complex X, there always exists a unique (up to homotopy) map

fX : X −→ K(π1(X), 1),

called classifying map, such that π1(fX) is an isomorphism of fundamental groups [Hat02,
Proposition 1B.9].

We claim now that Theorem 1.0.1 is a straightforward consequence of the following:

Theorem 1.1.1 ([Gro82, Corollary (A), p. 40], [FM19]). Let X be a path-
connected CW-complex. Then, there exists an aspherical space K(π1(X), 1) and a
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classifying map fX : X → K(π1(X), 1) such that for every n ≥ 0 the induced map

Hn
b (fX) : Hn

b (K(π1(X), 1)) −→ Hn
b (X)

is an isometric isomorphism.

Remark 1.1.2. Since classifying maps (and aspherical spaces) are unique up to
homotopy, it is immediate to see that the previous statement holds in fact for any
space K(π1(X), 1) and any classifying map fX : X → K(π1(X), 1). However, since in
the proof we will provide an explicit classifying map, we prefer to state the theorem
as above.

Assuming Theorem 1.1.1, we are now ready to prove Theorem 1.0.1:

Proof of Theorem 1.0.1. Let f : X → Y be a continuous map between path-
connected CW-complexes such that π1(f) : π1(X)→ π1(Y ) is an isomorphism. Sup-
pose that

fX : X −→ K(π1(X), 1)

and
fY : Y −→ K(π1(Y ), 1)

are the classifying maps provided by Theorem 1.1.1. Then, via the general theory of
aspherical spaces [Hat02, Proposition 1B.9], we know that there exists a continuous
map

g : K(π1(X), 1) −→ K(π1(Y ), 1),

induced by the following group homomorphism

π1(fY ) ◦ π1(f) ◦ π1(fX)−1 : π1(X) ∼= π1(K(π1(X), 1)) −→ π1(K(π1(Y ), 1) ∼= π1(Y ).

Notice that, by construction and by the asphericity of K(π1(Y ), 1), the map g makes
the following diagram

X
f

//

fX
��

Y

fY
��

K(π1(X), 1)
g

// K(π1(Y ), 1)

commute up to homotopy (see again [Hat02, Proposition 1B.9]). Moreover, it is
immediate to check that g is a weak homotopy equivalence, whence a homotopy equiv-
alence by Whitehead Theorem [Hat02, Theorem 4.5]. Since bounded cohomology is
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a homotopy invariant, we then get the following commutative diagram

Hn
b (K(π1(Y ), 1))

Hnb (fY )

��

Hnb (g)
// Hn

b (K(π1(X), 1))

Hnb (fX)

��

Hn
b (Y )

Hnb (f)
// Hn

b (X)

in every degree n ≥ 0, where the vertical arrows are isometric isomorphisms by
Theorem 1.1.1 and the lower horizontal arrow is an isometric isomorphism because g
is a homotopy equivalence. By the 2-out-3 property of isometric isomorphisms, we
conclude that also Hn

b (f) is an isometric isomorphism for all n ≥ 0. This finishes the
proof. �

We spend the remaining part of this note in order to outline the proof of Theo-
rem 1.1.1.

1.2. Multicomplexes

When we study simplicial structures in topology, we can order the most common
simplicial structures according to the amount of degeneracies allowed in their simplices.
In this spectrum, one can consider simplicial complexes [FM19, Definition 1.1.2],
[Hat02] as the simplicial structure with the least number of degeneracies and simplicial
sets [May92] as the one admitting the largest number of degenerated objects. Then,
Eilenberg and Zilber [EZ50] also introduced another simplicial structure called semi-
simplicial sets (now known as ∆-sets or ∆-complexes), which differ from simplicial
sets because of the lack of degeneracies. Hence, we can consider ∆-complexes as
an intermediate simplicial structure lying in the middle of the spectrum between
simplicial complexes and simplicial sets.

According with this terminology, one could simply define a multicomplex to be an
unordered ∆-complex in which every simplex has distinct vertices, or, equivalently,
as a symmetric simplicial set in which every non-degenerate simplex has distinct
vertices [FM19, Proposition 1.3.1]. We refer the reader to the literature for the
notion of symmetric simplicial sets [Gra01b, Gra01a].

After this brief introduction to the comparison between multicomplexes and
the other well-known simplicial structures in topology, we are ready to provide a
formal definition. We begin by stating the precise and concise definition that Gromov
himself gave of a multicomplex [Gro82]: a multicomplex is “a set K divided into
the union of closed affine simplices ∆i, i ∈ I, such that the intersection of any two
simplices ∆i ∩ ∆j is a (simplicial) subcomplex in ∆i as well as in ∆j”. Despite
this definition already containing all the information we need for deducing all the
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properties of a multicomplex, we provide here a definition closer to the more modern
abstract-algebraic approach to simplicial structures:

Definition 1.2.1. Let Pf (V ) denotes the set of finite subsets of a given set V .
A multicomplex K is a triple

K =

V, I =
⋃

A∈Pf (V )

IA, Ω

 ,

where:

(1) V is any set and it is called the set of vertices of K;
(2) for every A ∈ Pf (V ), IA is a (possibly empty) set, that denotes the set of

simplices with vertex set A;
(3) if A = {v} is a singleton, then IA is also a singleton;
(4) Ω is a set of maps {∂A,B : IA → IB, A,B ∈ Pf (V ), A ⊇ B} (called boundary

maps of the multicomplex) such that ∂A,A = IdA for every A ∈ Pf (V ), and
∂B,C ◦ ∂A,B = ∂A,C if A ⊇ B ⊇ C.

Remark 1.2.2. Notice that the absence of degenerated simplices in the definition
of multicomplexes makes the study of their combinatorics much easier than the one of
simplicial sets. Moreover, it also has strong implications about simplicial maps, which
now cannot shrink simplices into simplices of lower dimension [FM19, Remark 1.1.4].

Remark 1.2.3. We emphasise here that our definition does not provide a topologi-
cal space, but only an algebraic datum. Nevertheless, associated to each multicomplex
K there exists a canonical topological space called geometric realization, and de-
noted by |K|, obtained by endowing K with the weak topology associated to its
decomposition into simplices. In fact, following Hatcher’s notation [Hat02, page 533]
(see also [FP90]) one can interpret the geometric realization of a multicomplex as a
regular unordered ∆-complex [FM19, page 24], where regular means with embedded
closed cells. This latter property reflects the fact that inside a multicomplex simplices
must have distinct vertices. We refer the reader to [FM19, Section 1.2] for a formal
definition of geometric realization.

Example 1.2.4 ([Mor18, Example 1.3.2]). As mentioned above we can distin-
guish different simplicial structures just by looking at the amount of degenerated
simplices. This can be rephrased in terms of computing the minimal number of
vertices that we need to construct a simplicial object whose geometric realization is
homeomorphic to a given topological space. Suppose for instance that we want to
consider a simplicial complex, a simplicial set and a multicomplex with the minimal
number of vertices such that their geometric realization is homeomorphic to the cone
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over the circle in such a way that the apex of the cone p lies in the set of vertices.
Then, we have the following cases:

(1) The minimal simplicial complexK has 4 vertices. Indeed, if V = {p, x1, x2, x3}
denotes the vertex set, K consists in the union of three 2-simplices, whose
vertices are the subsets {p, xi, xj} ⊂ V , for 1 ≤ i < j ≤ 3. Of course, K is
also a multicomplex and a ∆-complex.

(2) The minimal multicomplex Z has 3 vertices. Indeed, Z can be constructed
by gluing two 2-simplices together along all but one of their facets. One can
check that Z is no more a simplicial complex, but it is still a ∆-complex.

(3) The minimal ∆-complex T has only 2 vertices. Indeed, let {x1, x2, x3} be
a labelling of the vertices of a 2-simplex, where x1 = p, and let us call eij
the edge between the vertices xi and xj , for 1 ≤ i < j ≤ 3. Then, we glue
the edge e12 with the edge e13 via an affine map sending x1 to x1 and x2 to
x3. The resulting complex provides a ∆-complex realizing the desired cone.
It is immediate to check that K is neither a multicomplex nor a simplicial
complex.

1.3. The singular multicomplex

Recall that we introduced multicomplexes in order to prove Theorem 1.1.1. The
first step in our construction consists in associating to each path-connected CW-
complex X a multicomplex K(X) whose geometric realization has the same homotopy
type of X. More precisely, we will construct the so-called singular multicomplex K(X)

which plays the same role in the theory of multicomplexes as the well-known singular
set S(X) in the one of ∆-complexes and simplicial sets [Mil57, GJ99]. However,
since ∆-complexes and simplical sets are not in general multicomplexes, we have to
refine the standard construction. We will see that the main differences between K(X)

and S(X) consist in the following facts:

(1) Only singular simplices which are injective on the vertices of |∆n| are allowed
in the construction of K(X);

(2) The geometric simplices of |K(X)| are not endowed with a preferred orienta-
tion of their vertices.

We are now ready to give a precise definition of K(X):

Definition 1.3.1 ([FM19, Chapter 2]). Let X be a path-connected CW-complex
and let us denote by Sn(X) the set of singular n-simplices σ : |∆n| → X and by
Kn(X) ⊂ Sn(X) the subset of those singular n-simplices which are injective on the
vertices of |∆n|. Then, we say that two singular n-simplices σ, σ′ : |∆n| → X are
equivalent if they differ by a precomposition via an affine diffeomorphism of |∆n|, i.e.
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σ ◦ τ = σ′ for some affine diffeomorphism τ : |∆n| → |∆n|. We denote by Kn(X) the
set of equivalence classes of simplices in Kn(X).

The singular multicomplex K(X) associated to X is given by the triple

K(X) = (V, I,Ω)

where V consists of the points of X; for every A ⊆ V of cardinality (n+ 1), we set
IA to be the set of all equivalence classes of singular n-simplices [σ] in Kn(X) such
that σ(|∆n|0) = A, i.e. any representative of [σ] maps the vertices of the standard
n-simplex onto A; we define Ω as follows: if [σ] ∈ IA, then for every B ⊆ A, we set
∂A,B[σ] to be the equivalence class of the unique face of σ which maps its vertices
onto B.

Remark 1.3.2. Notice that as soon as X contains uncountably many points, the
associated singular multicomplex K(X) has uncountably many vertices. Then, if X is
a CW-complex of positive dimension (i.e. X is not a set of vertices), it is immediate
to check that K(X) contains uncountably many simplices in every dimension. In order
to make the study of the combinatorics of K(X) more accessible, we will explain in
the following sections how to reduce the size of K(X) without changing its homotopy
type.

Remark 1.3.3. Every point in |K(X)| can be easily described in terms of barycen-
tric coordinates. Indeed, every n-cell E of |K(X)| with set of vertices {x0, · · · , xn},
corresponds to an equivalence class [σE ] ∈ Kn(X), where σE is an n-singular simplex
sending each vertex ei ∈ |∆n| to xi ∈ X. Hence, we can parametrise the points lying
in E simply as

([σE ], t0x0, . . . , tnxn)

where
∑n

i=0 ti = 1 and ti ≥ 0 for every i = 0, · · · , n. Notice that this description is
almost unique [FM19, Remark 1.2.1].

As we anticipated above, the most important feature of K(X) is that it preserves
the homotopy type of X. This can be proved by considering the natural projection

(1.1) SX : |K(X)| −→ X

defined as follows:

SX(([σ], t0x0, . . . , tnxn)) = σ(t0e0 + · · ·+ tnen),

where we kept the notation of Remark 1.3.3. It is immediate to check that SX is
well-defined and continuous.
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Theorem 1.3.4 ([Gro82, Example (c), p. 42], [FM19, Corollary 2.1.2]). Let X
be a path-connected CW-complex. Then, the natural projection (1.1)

SX : |K(X)| −→ X

is a homotopy equivalence.

Remark 1.3.5. A natural question is whether the previous statement holds for
any topological space, as in the case of the singular sets in the theory of ∆-complexes
and simplicial sets [Mil57]. First, recall that for arbitrary topological spaces, the most
natural corresponding statement would be to prove that the canonical projection SX
is a weak homotopy equivalence, i.e. it induces isomorphisms on all homotopy groups.
As far as we know our techniques do not lead to a statement for any topological
space. However, the previous theorem is in fact a particular case of a more general
statement for a larger family of spaces [FM19, Theorem 1].

Corollary 1.3.6. Let X be a path-connected CW-complex and let SX : |K(X)| →
X be the natural projection (1.1). Then, for every n ≥ 0, the induced map

Hn
b (SX) : Hn

b (X) −→ Hn
b (|K(X)|)

is an isometric isomorphism.

Proof. It is sufficient to apply Theorem 1.3.4 and the fact that bounded coho-
mology is a homotopy invariant. �

1.4. Complete multicomplexes

Recall that our final goal is to construct for any given path-connected CW-
complex X a classifying map fX inducing isometric isomorphisms on all bounded
cohomology groups. To this end, it is convenient to better understand the homotopy
of multicomplexes. The first step in this direction consists in the study of complete
multicomplexes, which correspond to Kan complexes in the theory of simplicial sets
(we refer the reader to [FM19, Remark 3.12] for a detailed comparison between these
two notions).

Definition 1.4.1 ([FM19, Definition 3.1.1]). We say that a continuous map
f : |∆n| → |K| is a ∂-embedding if its restriction to the boundary f |∂|∆n| : ∂|∆n| → |K|
is a simplicial embedding (i.e. an injective simplicial map).

A multicomplexK is said to be complete if every ∂-embedding map f : |∆n| → |K|
is homotopic relative to ∂|∆n| to a simplical embedding ι : |∆n| → |K|.

Example 1.4.2 ([FM19, Example 3.1.3]). We list here some easy examples
that could help the reader to better understand the combinatorics of complete
multicomplexes:
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(1) If K is a connected complete one-dimensional multicomplex, then K must
be a segment.

(2) If K is a connected complete multicomplex with infinite vertex set V , then
K is infinite-dimensional.

(3) If a simplicial complex K is a connected complete multicomplex, then K is
the full simplicial complex on K0, i.e. the set of vertices of K.

Special spheres. The main reason behind our interest in complete multicom-
plexes is that we can describe their homotopy groups in a simplicial way. To this end
we have to introduce the notion of special spheres (see Figure 1.1).

Figure 1.1. A special sphere

Definition 1.4.3 ([FM19, Definition 3.2.4]). We say that two n-simplices ∆1

and ∆2 of a multicomplex K are compatible if |∂∆1| = |∂∆2| in the geometric
realization of K. Moreover, given an n-simplex ∆ ⊂ K, we denote by π(∆) the set of
all n-simplices of K which are compatible with ∆.

Remark 1.4.4. Notice that the multicomplex generated by the union of two
compatible n-simplices ∆n and ∆s is naturally homeomorphic to an n-sphere (see
Figure 1.1). For this reason, a multicomplex generated by two compatible n-simplices
will be denoted by Ṡn.

Definition 1.4.5. Let Ṡn be an n-dimensional multicomplex obtained by gluing
together two compatible n-simplices ∆n and ∆s. Let K be a multicomplex and let
∆1, ∆2 ⊂ K be two compatible n-simplices. We say that a continuous map from the
n-sphere to |K|

Ṡn(∆1,∆2) : Sn ∼= |Ṡn| −→ |K|

is a special sphere (see Figure 1.1) if the restrictions

ιn := Ṡn(∆1,∆2)||∆n| : |∆n| −→ |∆1| ⊂ |K|

and
ιs := Ṡn(∆1,∆2)||∆s| : |∆s| −→ |∆2| ⊂ |K|

are simplicial embeddings.
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Using special spheres and Theorem 1.3.4 one can show that given any path-
connected CW-complex X, the associated singular multicomplex K(X) is complete:

Theorem 1.4.6 ([Gro82, Example (a), p. 42],[FM19, Theorem 3.2.3]). Let X
be a path-connected CW-complex. Then the associated singular multicomplex K(X) is
complete.

Homotopy groups of complete multicomplexes. Special spheres are also
useful in the study of homotopy groups of complete multicomplexes. More precisely,
we begin with the following definition:

Definition 1.4.7 ([FM19, Definition 3.2.4]). Let K be a multicomplex and let
∆1, ∆2 ⊂ K be two compatible n-simplices. We say that ∆1 and ∆2 are homotopic
if the corresponding (pointed) special sphere

Ṡn(∆1,∆2) : (Sn, s0) ∼= (|Ṡn|, s0) −→ (|K|, x0)

is the trivial element of πn(|K|, x0), where s0 is a chosen vertex of Ṡn which is mapped
to the vertex x0 of ∆1 (or, equivalently, of ∆2).

Using the notion of homotopic simplices we are now ready to describe the homotopy
groups of complete multicomplexes in a simplicial/combinatorial way (compare
with [GJ99, Section I.11 p. 60] and [May92, Definition 3.6] for the case of simplicial
sets).

Theorem 1.4.8 ([FM19, Theorem 3.2.5]). Let K be a complete multicomplex
and let ∆0 ⊂ K be an n-simplex of K. Suppose that x0 is a fixed vertex of ∆0. Then
the map

Θ: π(∆0) −→ πn(|K|, x0)

∆1 7→
[
Ṡn(∆0,∆1)

]
is surjective and Θ(∆1) = Θ(∆2) if and only if ∆1 and ∆2 are homotopic simplices
of K.

Remark 1.4.9. Notice that the previous result allows us to give an explicit
description of the homotopy type of any given path-connected CW-complex X.
Indeed, it is sufficient to replace X by K(X) (Theorem 1.3.4) and then apply the
previous result.

However, the theorem above is far from being optimal. Indeed, it shows that
complete multicomplexes contain too many redundant simplices (i.e. the homotopic
ones). For this reason, we will introduce minimal multicomplexes in the next section.
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1.5. Minimal multicomplexes

Our goal in this section is to explain how to “reduce” the size of complete
multicomplexes without affecting their homotopy type. We begin with the following
definition:

Definition 1.5.1 ([FM19, Lemma 3.4.2]). A multicomplex K is called minimal
if it does not contain any pair of homotopic simplices.

Example 1.5.2. The following examples show that a priori there are no implica-
tions between the notions of completeness and minimality:

(1) Let Ṡ1 be the multicomplex obtained by gluing two 1-simplices along their
common boundaries. Then, it is immediate to check that Ṡ1 is minimal but
not complete.

(2) Similarly, if K is the multicomplex described in Example 1.2.4 (2), then K
is complete, but not minimal.

Despite the previous examples showing that completeness does not imply mini-
mality (nor viceversa), we get the following easy corollary of Theorem 1.4.8 (compare
with [GJ99, Section I.11 p. 60] for a similar result for simplicial sets):

Theorem 1.5.3 ([FM19, Theorem 3.4.5]). Let K be a complete and minimal
multicomplex and let ∆0 ⊂ K be an n-simplex of K. Suppose that x0 is a fixed vertex
of ∆0. Then the map

Θ: π(∆0) −→ πn(|K|, x0)

∆1 7→
[
Ṡn(∆0,∆1)

]
is a bijection.

The previous theorem shows that in order to explicitly describe homotopy groups
of a multicomplex, we need to consider multicomplexes which are both complete and
minimal. To this end we have to produce a standard construction which associates
to each complete multicomplex K a complete and minimal one L with the same
homotopy type. The procedure is explained in the following easy example:

Example 1.5.4. Let us consider the situation of Example 1.5.2 (2). We know
that K is a complete (but not minimal!) multicomplex such that |K| is contractible.
We want to construct a complete and minimal multicomplex L such that L ⊆ K and
the inclusion map is a homotopy equivalence.

The construction goes as follows: We consider as set of vertices of L the same
of K. Then among the sets of edges with the same endpoints, we arbitrary choose
a unique 1-simplex for each homotopy class of 1-simplices in K. This produces a
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1-dimensional multicomplex L1 with 3 vertices and a unique 1-simplex between each
pair of vertices. Then, again we choose a unique 2-simplex among each homotopy
class of 2-simplices of K whose boundary lies in L1. It is immediate to see that in
this situation L is nothing more than a standard 2-simplex inside K.

Notice that the inclusion i : |L| → |K| is a homotopy equivalence and that L is
both complete and minimal as desired.

In fact the previous construction works in general, as described by the following
theorem (compare with [May92, Thoerems 9.5 and 9.8] for similar results in the
theory of simplicial sets):

Theorem 1.5.5 ([FM19, Theorem 3.4.6]). Let K be a complete multicomplex.
Then, there exists a subcomplex L ⊂ K such that

(1) L is complete and minimal;
(2) L has the same vertex set as K;
(3) The inclusion i : |L| → |K| is a homotopy equivalence.

Remark 1.5.6. Notice that the multicomplex L constructed by the previous
theorem is unique up to simplicial isomorphisms [FM19, Theorem 3.4.6]. For this
reason, we will often refer to it as the minimal and complete multicomplex inside K.

Definition 1.5.7. Let X be a path-connected CW-complex and let K(X) be the
singular multicomplex associated to it. Then, we will denote by L(X) the minimal
and complete multicomplex contained in K(X).

Using the previous theorem we get the following result:

Corollary 1.5.8 ([FM19, Corollary 3.4.10]). Let X be a path-connected CW-
complex. Then, there exists a complete and minimal multicomplex L(X) such that

SX ◦ i : |L(X)| −→ X

is a homotopy equivalence, where i : |L(X)| → |K(X)| denotes the inclusion and SX
the natural projection (1.1).

In particular, for every n ≥ 0 the induced map

Hn
b (SX ◦ i) : Hn

b (X) −→ Hn
b (|L(X)|)

is an isometric isomorphism.

Remark 1.5.9. Recall that our goal is to prove Theorem 1.1.1. To this end
we have to construct a classifying map for X inducing isometric isomorphisms on
bounded cohomology groups. Hence, it is convenient to consider jX : X → |L(X)|
to be the homotopy inverse of SX ◦ i. We will show in the next section how to map
|L(X)| into an aspherical space whose fundamental group is isomorphic to π1(X).
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1.6. Aspherical multicomplexes

Let X be a path-connected CW-complex. Our goal is now to explain how to
associate to L(X) an aspherical multicomplex A(X) in such a way that the bounded
cohomologies of their geometric realizations are isometrically isomorphic. To this
end we will describe A(X) as a (simplicial) quotient of L(X). We begin with the
following definition:

Definition 1.6.1 ([FM19, Definition 4.3.1]). Let X be a path-connected CW-
complex and let L(X) be the minimal and complete multicomplex associated to
it. We denote by Γ the group of all simplicial automorphisms of L(X) which are
homotopic to the identity relative to the 0-skeleton. Moreover, for every i ≥ 1, we
consider the following groups:

Γi := {g ∈ Γ | g|Ki = IdKi},

where Ki denotes the i-skeleton of K (i.e. the set of all its i-simplices).

Remark 1.6.2. Notice that our definition is slightly different from Gromov’s
original one. We refer the reader to [FM19, Remark 4.3.2] for a detailed discussion
on this issue.

We are now interested in understanding the combinatorics of the quotient of L(X)

under the action of the groups Γi:

Proposition 1.6.3 ([FM19, Proposition 4.3.5]). Let n ≥ i + 1 ≥ 2 be two
integers. Let ∆ and ∆′ be two n-simplices of L(X). Then, ∆ and ∆′ lie in the same
Γi-orbit if and only if they share the same i-skeleton.

Using the previous result one can prove that the quotient of L(X) under the
action by Γ1 is an aspherical complete and minimal multicomplex:

Theorem 1.6.4 ([FM19, Corollary 4.3.6]). Let X be a path-connected CW-
complex and let L(X) be the minimal and complete multicomplex associated to it.
Then, the quotient

A(X) := L(X)/Γ1

is a complete and minimal multicomplex such that |A(X)| is an aspherical K(π1(X), 1)-
space.

Since the proof is rather involved, we only give here a rough idea about why the
multicomplex A(X) is expected to be aspherical once you already know that A(X)

is both complete and minimal (we refer the reader to [FM19, Sections 3.5 and 4.3]
for a complete proof).
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Idea of the proof under the additional assumptions above. By defi-
nition of Γ1, the 1-skeleton of L(X) is preserved. Hence, the fact that the projection
π : |L(X)| → |A(X)| induces an isomorphism on fundamental groups is an easy
consequence of the following two facts: The 1-skeleta of A(X) and L(X) are the
same and every triangular simplicial loop in A(X)1 = L(X)1 bounds a 2-simplex in
A(X) if and only if it does in L(X) [FM19, Proof of Theorem 3.5.3].

Moreover, if we assume that A(X) is complete and minimal, then we can describe
the higher homotopy groups of |A(X)| as in Theorem 1.5.3. More precisely, the higher
homotopy groups of |A(X)| are detected by compatible simplices in dimension n ≥ 2.
However, Proposition 1.6.3 shows that in the quotient A(X) there are no compatible
simplices in dimension n ≥ 2 [FM19, Corollary 4.3.6]. This shows that all higher
homotopy groups of |A(X)| are trivial, whence the thesis. �

Remark 1.6.5. Despite the previous proof providing just an intuition about the
role played by minimal and complete multicomplexes in this step, it is important
to mention here that as far as we know we cannot expect an equivalent result by
using simplicial sets. We refer the reader to [FM19, Remark 4.3.7] for a thorough
discussion on the reason why multicomplexes seem to be the most natural choice in
this setting.

Definition 1.6.6. Given a path-connected CW-complex X, we will refer to the
quotient A(X) in the previous theorem, as the aspherical multicomplex associated to
X. Moreover, we denote by π : |L(X)| → |A(X)| the quotient map associated to the
simplicial action of Γ1 over L(X).

We are finally ready to construct our desired classifying map for a given path-
connected CW-complex X:

(1.2) π ◦ jX : X −→ |A(X)| ' K(π1(X), 1),

where π : |L(X)| → |A(X)| is the projection onto the aspherical quotient and jX is
the homotopy inverse of SX ◦ i defined in Remark 1.5.9.

Proof of Theorem 1.1.1. We are now ready to show that the projection
π : |L(X)| → |A(X)| induces isometric isomorphisms on bounded cohomology groups:

Theorem 1.6.7 ([FM19, Theorem 4.4.3]). Let X be a path-connected CW-
complex. Then, the quotient map π : |L(X)| → |A(X)| induces isometric isomorphisms

Hn
b (π) : Hn

b (|A(X)|) −→ Hn
b (|L(X)|)

for every n ≥ 0.

Hence, we can finally prove Theorem 1.1.1:
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Proof of Theorem 1.1.1. Let X be a path-connected CW-complex. Then,
the classifying map (1.2)

π ◦ jX : X −→ |A(X)| ' K(π1(X), 1)

induces for every n ≥ 0 an isometric isomorphism on the nth bounded cohomology
group (Corollary 1.5.8 and Theorem 1.6.7). �

Proof of Theorem 1.6.7. Recall that amenable groups are invisible to bounded
cohomology 18, whence Theorem 1.6.7 would be easily true if the group Γ1 were
amenable. However, in general Γ1 is not amenable, whence we need some more
sophisticated results [FM19, Theorem 4.4.1 and Corollary 4.4.2] in order to prove
that π : |L(X)| → |A(X) induces isometric isomorphisms on all bounded cohomology
groups. Without entering into the technical details just mentioned, it turns out that
in order to prove Theorem 1.6.7 it is sufficient to show that Γ1/Γi is amenable for
every i ≥ 1 (notice that each Γi is normal in Γ1).

We spend the remaining part of this note in order to show the following:

Proposition 1.6.8 ([FM19, Corollary 4.3.11]). For every i ≥ 1 the group Γ1/Γi

is solvable, whence amenable.

Notice that we have the following normal sequence:

Γ1/Γi D Γ1/Γi D · · · D Γi/Γi = {1},

for every i ≥ 1. Hence, in order to show that Γ1/Γi is solvable, it is sufficient to prove
that the following groups

Γj−1/Γj ∼=
Γj−1/Γi
Γj/Γi

are abelian for all j = 1, . . . , i− 1. So we have to prove the following lemma:

Lemma 1.6.9 ([FM19, Corollary 4.3.10]). For every i ≥ 2 the group Γi−1/Γi is
abelian.

Proof. Let i ≥ 2 and let us fix a set of representatives {∆α}α∈ J for the action
of Γi−1 on the set of of i-simplices of L(X). Moreover, let pα be a chosen vertex of
each representative ∆α. Then, the (well-defined) map

φα : Γi−1 −→ πi(|L(X)|, pα)

γ 7→
[
Ṡiα(∆α, γ(∆α))

]
is a group homomorphisms for every α ∈ J [FM19, Lemma 4.3.8].
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Hence, we can consider the direct product of the homomorphisms φα and obtain
the following homomorphism

Φ: Γi−1 −→
∏
α∈ J

πi(|L(X)|, pα).

Notice that since i ≥ 2 the homotopy groups πi(|L(X)|, pα) are all abelian, whence
also their direct product is. Hence, we are reduced to show that ker(Φ) = Γi.

We begin by recalling that γ ∈ ker(φα) if and only if ∆α is homotopic to γ(∆α).
Hence, by the minimality of L(X), γ ∈ ker(φα) if and only if γ(∆α) = ∆α. This
shows that the kernel of φα coincides with the stabilizer of ∆α in Γi−1, whence with
the stabilizer of any simplex in the orbit of ∆α (because ker(φα) is normal). Since
the set of i-simplices of L(X) coincides with the union of all the orbits of the ∆α,
α ∈ J , we get

ker(Φ) =
⋂
α∈ J

ker(φα) = Γi,

whence the thesis. �



CHAPTER 2

THE PROPORTIONALITY
PRINCIPLE VIA HYPERBOLIC

GEOMETRY
FILIPPO SARTI

The goal of this chapter is proving the following theorem (Theorem 5):

Theorem 2.0.1. Let n ≥ 2 and let M be a closed and connected hyperbolic
n-manifold. Then

(2.1) ‖M‖ =
vol(M)

vn

where ‖M‖ and vol(M) are respectively the simplicial and the Riemannian volume of
M , and vn is a constant depending only on n.

This result, known as Gromov’s Proportionality Principle, characterizes and
distinguishes the hyperbolic world with respect to other Riemannian structures, and
it has several remarkable consequences in the study of hyperbolic manifolds. Before
starting with the proof, let us make some observations.

Remark 2.0.2. (i) As one can immediately realise, while the left hand side
in (2.1) is a topological invariant, the right hand side a priori strongly depends
on the Riemannian structure ofM . This gives us the first flavour of the rigid
behaviour of hyperbolic manifolds and it may suggest a connection with

19
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the Mostow Rigidity Theorem, which asserts that, if n ≥ 3, any two closed
connected hyperbolic n-manifolds with isomorphic fundamental groups are
isometric [Mos68]. In fact, a more geometrical proof of Mostow rigidity
provided by Gromov [Gro81] is based on the notion of simplicial volume
and on its proportionality relation with the Riemannian volume, namely
on Theorem 2.0.1. We refer to [Thu79, BP92, Mar16] for a complete
account of Gromov’s proof of Mostow Rigidity.

(ii) The second observation concerns the constant vn. As we will see in the
proof, the first step is to prove that for any n ≥ 1 the n-simplex of maximal
volume in the n-hyperbolic space Hn is the ideal regular one. This is a mere
computation for n = 2, it can be proved using a geometrical argument for
n = 3 [Thu79, Chapter 7] and it is a deep result for n ≥ 4 [HM81].

(iii) In dimension two, the only oriented closed connected surfaces admitting
a hyperbolic metric are the g-torus Tg with g ≥ 2. An easy computation
shows that v2 = π and that ‖Tg‖ = 4g − 4 [Gro82, Fri17]. Now, by the
Gauss–Bonnet Theorem, we get

vol(Tg) =

∫
Tg

dA = −
∫
Tg

KdA = −2πχ(Tg) = −2π(2− 2g) = v2 ‖Tg‖,

where K denotes the Gaussian curvature.
Hence, in the case of oriented closed hyperbolic surfaces, Theorem 2.0.1

is equivalent to the Gauss-Bonnet theorem.
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In the following sections we recall some tools that we will use in the proof of the
main theorem.

2.0.1. Volume of simplices in Hn. As anticipated in the introduction we need
a characterisation of the volume of simplices in Hn. This is the content of the following
result, which is specific to the hyperbolic space.

Theorem 2.0.3. Let n ≥ 2. There exists a constant vn such that for any hyperbolic
n-simplex ∆n in Hn we have vol(∆n) ≤ vn and vol(∆n) = vn if and only if ∆n is
regular and ideal.

The proof for n = 2 is a computation, for n = 3 we refer to [Thu79, Mar16]
while for n ≥ 4 we refer to [HM81].

2.1. Simplicial volume

We recall the definition of simplicial volume (Definition 1):

Definition 2.1.1. Let M be an oriented connected closed topological manifold
of dimension n. The simplicial volume of M is

‖M‖ := inf

{
k∑
i=1

|ai|,

[
k∑
i=1

aiσi

]
= [M ] ∈ Hn(M ;R)

}
where the σi’s are n-singular simplices in M and [M ] denotes the fundamental class
of M .
If M is non-orientable, we set ‖M‖ :=

‖M̃‖
2 where M̃ → M denotes the orientable

double covering of M .

The simplicial volume is a topological invariant, since it depends only on the
fundamental class of the manifold. One can prove even more (Proposition 3):

Proposition 2.1.2. If f : M → N is a degree d map between closed and connected
n-manifolds, then

‖M‖ ≥ d ‖N‖.

As a consequence, if M and N are homotopy equivalent, then ‖M‖ = ‖N‖.
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2.2. Straightening of simplices

By Theorem 2.0.3 the ideal regular n-simplices are those of maximal volume. In
order to find a correlation between Riemannian and simplicial volume, the idea is
to modify, using a homotopy, the simplices of any representative of the fundamental
class of M , in order to get simplices with computable volume. More precisely, one
can lift any n-simplex of an n-chain to an n-simplex into the universal cover Hn, take
the convex hull of its vertices in Hn and then project again on M using the universal
cover. Let us describe the details of this process, which is called straightening of
simplices.

Consider an n-simplex σ : ∆n → Hn with vertices v0, . . . , vn. We define a new
simplex σst : ∆n → Hn as

σst(t0, . . . , tn) :=
t0v0 + · · ·+ tnvn√
−‖t0v0 + · · ·+ tnvn‖2

where the sum is that of Rn+1 in the hyperboloid model and ‖ · ‖2 denotes the square
of the Lorentzian norm, namely

‖(x0, . . . , xn)‖2 =

n−1∑
i=0

x2
i − x2

n.

Now, for a simplex σ : ∆n →M we can consider the universal cover π : Hn →M

and a lifting σ̃ : ∆n → Hn, take its straightening σ̃st and then project again on M .
Hence we can define a chain map stn : Cn(M ;R)→ Cn(M ;R) as follows

k∑
i=1

aiσi 7−→
k∑
i=1

aiσ
st
i ,

which induces a homomorphism stn : Hn(M ;R)→ Hn(M ;R) in homology. We have
the following:

Lemma 2.2.1. The map st∗ is an isomorphism.

Proof. First consider the following homotopy: Given σ : ∆n →M , we define

H̃ : ∆n × [0, 1] −→ Hn

(x, t) 7−→ tσ̃(x) + (1− t)σ̃st(x)√
−‖tσ̃(x) + (1− t)σ̃st(x)‖2

.

Then, we can compose H̃ with the universal covering projection π : Hn → M and
obtain the following homotopy

H : ∆n × [0, 1] −→M

(x, t) 7−→ π ◦ H̃(x, t).
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Since H(x, 0) = σ(x) and H(x, 1) = π ◦ σ̃st(x), the previous homotopy induces a
chain homotopy between st and the identity. �

We now define the volume of a straightened simplex σ : ∆n →M as the quantity

vol(σ) :=

∣∣∣∣∫
∆n

ωσ

∣∣∣∣
where ωσ is the pull-back along σ of the volume form ω of M . Hence we have the
following proposition:

Proposition 2.2.2. The abstract volume of a simplex σ : ∆n → M and the
hyperbolic volume of a lifting σ̃ : ∆n → Hn coincide.

Proof. Thanks to the following commutative diagram

Hn

∆n M

π
σ̃

σ

we have

vol(σ̃) =

∣∣∣∣∣
∫
σ̃(∆n)

π∗(ω)

∣∣∣∣∣ =

∣∣∣∣∣
∫
π◦σ̃(∆n)

ω

∣∣∣∣∣ =

∣∣∣∣∣
∫
σ(∆n)

ω

∣∣∣∣∣ =

∣∣∣∣∫
∆n

ωσ

∣∣∣∣ = vol(σ)

where π∗(ω) denotes the pull-back along π of the volume form ω. �

2.3. Efficient cycles

The following notion is fundamental in the proof of the main Theorem 2.0.1.

Definition 2.3.1. Let ε > 0. An ε-efficient cycle for M is a representative
k∑
i=1

aiσi of [M ] such that:

- each σi is straight;
- the sign of ai and of

∫
∆n ωσi coincide for every i = 1, . . . , k;

- vol(σi) > vn − ε for every i = 1, . . . , k.

The existence of ε-efficient cycles for any ε is guaranteed by the following crucial
proposition:

Proposition 2.3.2. Let M be an oriented closed connected n-manifold with
n ≥ 2. Then for any ε > 0 there exists an ε-efficient cycle for M .

Proof. Let x ∈ Hn and t > 0. We define ∆x(t) to be the convex hull of the
image under the exponential map expx : TxHn → Hn of the vertices of a regular
Euclidean n-simplex with vertices at distance t from the origin. We denote by S(t)

the set of t-simplices, i.e. all those simplices in Hn which are isometric to ∆x(t),
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endowed with an ordering of their vertices. Using the definition of t-simplices, it is a
standard exercise to show that Isom(Hn) acts transitively and freely on S(t) [BP92,
Lemma C.4.14]. If we fix ∆x(t) as a basepoint, the orbit map for this action identifies
naturally S(t) with Isom(Hn), and so S(t) inherits a left Isom(Hn)-action (that is
the natural translation of simplices in Hn) and a right Isom(Hn)-action. By the
left-invariance of the Haar measure, we get the left-invariance of the measure on S(t),
while the unimodularity of Isom(Hn) implies also the right-invariance.

Consider now a closed connected hyperbolic n-manifold M = H/Γ and a base
point x0 ∈ Hn. We notice that an (n+ 1)-tuple (g0, . . . , gn) ∈ Γn+1 defines a singular
n-simplex in Hn with vertices g0(x0), . . . , gn(x0), while an element in Γn+1/Γ defines
a singular simplex in M . Here Γ acts on Γn+1 by the diagonal action induced by the
left multiplication.

Consider the chain

(2.2) c(t) =
∑

σ∈Γn+1/Γ

aσ(t)σ

where the coefficients aσ(t) are obtained as follows. For any σ = (g0, . . . , gn), we
consider the µt-measure a+

σ (t) of the subspace S+
σ ⊂ S(t) of positively oriented t-

simplices with ith vertex contained in the domainD(gi(x0)) of the Dirichlet tessellation
of Hn. Similarly, a−σ (t) denotes the µt-measure of the set S−σ (t) of negatively oriented
t-simplices with the same property. Finally, we set aσ(t) = a+

σ (t) − a−σ (t). We
notice that the translation of a representative of a simplex σ by an element g ∈ Γ

affects neither a+
σ (t) nor a−σ (t), and hence nor aσ(t), since the measure on S(t) is

left-invariant under the action of Isom(Hn).
We first prove that the sum in (2.2) is finite, namely that, for any t, we have

aσ(t) 6= 0 only for a finite number of σ ∈ Γn+1/Γ. For any σ ∈ Γn+1/Γ we consider
the representative (x0, g1(x0), . . . , gn(x0)) and we denote by d and by T respectively
the diameter of the Dirichlet domain D(x0) and the diameter of a t-simplex. Hence
if aσ 6= 0 then d(x0, gi(x0)) < 2d + T for any i. Since Γ is discrete, it follows that
aσ 6= 0 only for a finite number of σ’s.

The next step is to prove that c(t) is a cycle. The coefficient of any (n−1)-simplex
(g0, . . . , gn−1) appearing in ∂c(t) is

(2.3)
∑
g∈Γ

−a(g,g0,...,gn−1)(t) + a(g0,g,...,gn−1)(t) + . . .+ (−1)n−1a(g0,...,gn−1,g)(t).

For any i = 1, . . . , n we consider the ith term in (2.3) and we prove that it vanishes.
For instance, the last term is∑

g∈Γ

a+
(g0,...,gn−1,g)

(t)− a−(g0,...,gn−1,g)
(t)
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where a+
(g0,...,gn−1,g)

(t) is the µt-measure of the set of positively oriented t-simplices
with first (n − 1)-facet with vertices lying in D(g0(x0)), . . . , D(gn−1(x0)), while
a−(g0,...,gn−1,g)

(t) is the µt-measure of the negatively oriented t-simplices with the same
property. The two quantities coincide thanks to the right-invariance of the µt-measure
on S(t), since the two sets are obtained one from the other via the right multiplication
by the (orientation-reversing) element of Isom(Hn) which reflects ∆x(t) along its
first (n− 1)-facet. The vanishing of the other terms can be deduced using a similar
argument.

We now show that for sufficiently large t we have realised a positive multiple of
the fundamental class of M . Let t be such that any t-simplex has vertices at distance
bigger than 2d. Hence, if there exists a positively oriented t-simplex with vertices in
D(g0(x0)), . . . , D(gn(x0)), then any straight simplex with vertices in the same cells
of the tessellation is positively oriented as well. We deduce that either aσ(t) = a+

σ (t)

or aσ(t) = a−σ (t), which implies that∫
c(t)

ω =
∑

σ∈Γn+1/Γ

aσ

∫
σ
ω > 0

and therefore [c(t)] must be a positive multiple of [M ]. We denote by c̄(t) the rescaling
of c(t) such that c̄(t) = [M ].

Finally we prove that, for any ε > 0, there exists a t0 such that if t > t0 then c̄(t)
is an ε-efficient cycle for M . We first notice that every simplex in c̄(t) is d-close to a
t-simplex, namely it has vertices at distance less than d from those of a t-simplex. We
suppose the existence of a sequence of simplices ∆t which are d-close to t-simplices
∆̄t with volume smaller than vn − ε. Performing an appropriate isometry we can
move the ∆t’s and the ∆̄t’s so that they share the same barycentre. Hence, when
t→∞, we get that both the vertices of ∆t and the vertices of ∆̄t tend to those of an
ideal regular n-simplex, while the volume is strictly less than vn. By the continuity
of the volume function we get a contradiction. �

2.4. The proof

We will assume that M is orientable and we fix an orientation, since the proof in
the non-orientable case can be mimicked by taking the double sheeted cover M̃ →M .

Proof of Theorem 2.0.1. We start with proving that vol(M) ≤ vn ‖M‖. By
Lemma 2.2.1 we can assume that any representative of the fundamental class of M is
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a sum of straightened simplices. Hence for any representative c =
k∑
i=1

aiσi we have

vol(M) =

∫
c
ω =

k∑
i=1

ai

∫
∆n

ωσi ≤
k∑
i=1

|ai|
∣∣∣∣∫

∆n

ωσi

∣∣∣∣
=

k∑
i=1

|ai| vol(σi) =
k∑
i=1

|ai| vol(σ̃i) ≤
k∑
i=1

|ai|vn.

Hence, taking the infimum over all representatives, we get that

vol(M) ≤ inf

{
k∑
i=1

|ai|vn,

[
k∑
i=1

aiσi

]
= [M ]

}
= vn ‖M‖.

Let us move to the converse inequality, namely vol(M) ≥ vn ‖M‖. Thanks to

Proposition 2.3.2, for any ε > 0, we can consider an ε-efficient cycle c =
k∑
i=1

aiσi.

Hence we have

vol(M) =

∫
c
ω =

k∑
i=1

ai

∫
∆n

ωσi =
k∑
i=1

|ai|
∣∣∣∣∫

∆n

ωσi

∣∣∣∣ > k∑
i=1

|ai|(vn − ε)

and hence, passing to the infimum, we have that vol(M) > (vn − ε) ‖M‖. Finally,
since the last inequality holds for any ε > 0, we get the desired inequality. �



CHAPTER 3

POSITIVITY OF SIMPLICIAL
VOLUME VIA BARYCENTRIC

TECHNIQUES
SHI WANG

In this chapter, we extend the positivity result from Chapter 2 (Theorem 2.0.1)
to the context of certain non-positively curved manifolds. While the geodesic straight-
ening still works for strictly negatively curved manifolds, the volume estimate of
the straightened simplices in general is very difficult. However, for a large class
of non-positively curved manifolds, the barycentric straightening turns out to be
very useful. Indeed, the Jacobian of the barycentric straightened simplices can be
estimated and shown to be uniformly bounded. The positivity of the simplicial
volume then follows immediately.

Throughout the chapter, we use the following notation. Let X be a Hadamard
space, i.e. a simply connected, non-positively curved manifold, Γ < Isom(X) be
a torsion-free cocompact lattice and M = Γ\X be the quotient manifold. Denote
dimM = n.

3.1. Results and examples

We have already seen in Chapter 2 (Theorem 2.0.1) that the simplicial volume
of a hyperbolic manifold is proportional to its hyperbolic volume, with the explicit
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multiplicative constant depending only on the dimension n. In particular, the
simplicial volume is positive. It is then natural to ask, for what type of non-positively
curved manifolds is the simplicial volume positive? Before presenting the results, we
first give the definition of a (geometric) rank, which yields the classification result for
all closed non-positively curved manifolds.

Definition 3.1.1. Let M be a non-positively curved manifold. For any non-zero
vector v ∈ TM , we define the rank(+) of v to be the dimension of the space of all
parallel Jacobi fields along the geodesic ray formed by v. We say M is rank one if
there exists a rank one vector on TM , and is higher rank otherwise.

In the above definition, we recall that a vector field J(t) on a geodesic (ray)
γ is called a Jacobi field if it satisfies the Jacobi equation J ′′ + R(J, γ′)γ′ = 0.
Geometrically, it gives a geodesic variation in the direction of the vector field.

The following rank rigidity theorem classifies all closed higher rank manifolds.

Theorem 3.1.2. ([Bal85, BS87]) IfM is a closed non-positively curved manifold
of higher rank, then M̃ is either a Riemannian product of non-positively curved
manifolds, or an irreducible higher rank symmetric space of non-compact type.

Using the classification result, we provide in the following diagram some known
results regarding the positivity of the simplicial volume.

K ≤ 0


Rank one

Negatively curved: ‖M‖ > 0 [IY82]

Presence of zero sectional curvature: Mysterious

Higher rank

Locally a product: Understood by factors

Irreducible locally symmetric: ‖M‖ > 0 [LS06, Buc07]

Thus, the only mysterious case are those rank one manifolds which contain zero
sectional curvatures somewhere. As a motivation, we consider the following two
examples of (generalised) graph manifolds, since they illustrate quite nicely the
general phenomenon on how the curvature (geometric quantity) interacts with the
simplicial volume (topological quantity).

Figure 3.1 consists of two hyperbolic surfaces Σ1 and Σ2 with one puncture each
such that the cusps have been truncated and smoothly and symmetrically tapered
to a flat metric in a neighbourhood of their round circle boundaries ∂Σi. We form
M by gluing Σ1 × S1 to S1 × Σ2 by the identity isometry along the flat boundary
torus T 2 = ∂Σ1 × S1 ∼= S1 × ∂Σ2, but switching the surface and circle factors. The
resulting 3-manifold is non-positively curved and has zero simplicial volume. One
geometric point of view to this is that it has “too many” zero curvature planes.

Figure 3.2 consists of one identical copy of Σ1 as in Figure 3.1 together with a
hyperbolic 3-manifold N with one torus cusp truncated and tapered in a similar way
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Figure 3.1. ‖M‖ = 0

to have a totally geodesic boundary of flat T 2. We form M by gluing isometrically
Σ1 × S1 to N along the flat boundary torus. The resulting 3-manifold also has
non-positive curvature but the simplicial volume is positive. The geometric intuition
here is that it has enough negative sectional curvature (on the N part).

Figure 3.2. ‖M‖ > 0

Based on the two examples illustrated above, it is shown in general that:

Theorem 3.1.3. [CW20] If there exists a point x ∈M so that every vector in
T 1
xM is rank(+) one, then the simplicial volume ‖M‖ > 0.

In particular, this one-point rank condition includes all non-positively curved
manifolds with a point of negative curvature, and this actually explains why the
simplicial volume in Figure 3.2 is positive.

Corollary 3.1.4. If there exists a point x ∈M so that every 2-plane in TxM is
negatively curved, then the simplicial volume ‖M‖ > 0.

Along the same line, we particularly mention a well-known open question attrib-
uted to Gromov [Sav82] (see also [Gro82, p. 11]):

Question 3.1.5 (Gromov). Is it true that any closed manifold of non-positive
sectional curvature and negative Ricci curvature has ‖M‖ > 0?

In dimension 3, Theorem 3.1.3 together with a Bochner type inequality gives a
positive answer to the question. In higher dimensions, the question is also partially
answered by the following theorem:

Theorem 3.1.6. [CW20] If there exists x ∈M , such that any vector vx ∈ T 1
xM

satisfies Ricbn4 c+1(vx, vx) < 0, then the simplicial volume ‖M‖ > 0.

The notion of k-Ricci curvature is defined as follows:
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Definition 3.1.7. For M non-positively curved and u, v ∈ TxM , the k-Ricci
curvature is given by:

Rick(u, v) = sup
V⊂TxM

dimV=k

TrR(u, ·, v, ·)|V .

3.2. Straightening and local straightening

One main technique to prove a positivity result of the simplicial volume is
the straightening method. First, we recall the following general definition of a
straightening, which can be treated as a generalisation of the geodesic straightening.

Definition 3.2.1. ([LS06]) Let Γ be a torsion-free cocompact lattice in Isom(X),
and let C∗(X) be the real singular chain complex of X. Equivalently, Ck(X) is the
free R-module generated by C0(∆k, X), the set of singular k-simplices in X, where
∆k is equipped with some fixed Riemannian metric. We say a collection of maps
stk : C0(∆k, X)→ C0(∆k, X) is a straightening if it satisfies the following conditions:

(1) the maps stk are Γ-equivariant,
(2) the maps st∗ induce a chain map st∗ : C∗(X;R) → C∗(X;R) that is Γ-

equivariantly chain homotopic to the identity,
(3) the image of stn lies in C1(∆n, X), that is, the top dimensional straightened

simplices are C1,
(4) there exists a constant C depending onM and the chosen Riemannian metric

on ∆n, such that for any f ∈ C0(∆n, X), and corresponding straightened
simplex stn(f) : ∆n → X, there is a uniform upper bound on the Jacobian
of stn(f):

| Jac(stn(f))(δ)| ≤ C

for all δ ∈ ∆n.

Remark 3.2.2. A usual definition of straightening would just require (1)− (3),
and the condition (4) assures straightened simplices have uniformly bounded volume,
which is essential to getting the positivity of the simplicial volume. See below the
theorem.

By using the same idea in the proof of Theorem 2.0.3, we have the following.

Theorem 3.2.3. ([Thu79, LS06]) If M admits a straightening, then the simpli-
cial volume of M is positive.

In fact, we can relax the definition of a straightening to become “local” while still
obtaining the positivity result.
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Definition 3.2.4. ([CW20]) We say a collection of maps stk : C0(∆k, X) →
C0(∆k, X) is a straightening subordinated to U for some U ⊂ M , if it satisfies the
following conditions:

(1)-(3) same as in Definition 3.2.1,
(4’) there exists a constant C depending on X, U , and the chosen Riemannian

metric on ∆n, such that for any pair (f, δ) ∈ C0(∆n, X) ×∆n satisfying
stn(f)(δ) ∈ p−1(U), we have a uniform upper bound on the Jacobian of
stn(f) at δ:

| Jac(stn(f))(δ)| ≤ C

where stn(f) : ∆n → X is the corresponding straightened simplex of f , and
p : X →M be the covering map.

The local version of Theorem 3.2.3 now becomes:

Theorem 3.2.5. [CW20] If M admits a straightening subordinated to some
non-empty open set U , then the simplicial volume of M is positive.

Proof. We choose a non-trivial smooth bump function φ(x) on M , such that
0 ≤ φ ≤ 1, and φ(x) = 0 for all x /∈ U . Let

∑l
i=1 aiσi be a singular chain representing

the fundamental class [M ] in real coefficients, and st(σi) be the straightened simplex
of σi on M , with lift s̃t(σi) on the universal cover X. We have∫

M
φ(x)dV =

∫
[
∑
aiσi]

φ(x)dV =

∫
[
∑
aist(σi)]

φ(x)dV(3.1)

≤
l∑

i=1

|ai| ·

∣∣∣∣∣
∫
s̃t(σi)

φ̃(x)dṼ

∣∣∣∣∣(3.2)

=
l∑

i=1

|ai| ·

∣∣∣∣∣
∫
s̃t(σi)∩p−1(U)

φ̃(x)dṼ

∣∣∣∣∣(3.3)

≤
l∑

i=1

|ai| ·

∣∣∣∣∣
∫

(p◦s̃t(σi))−1(U)
φ(st(σi)(δ))| Jac(st(σi))(δ)|dV∆

∣∣∣∣∣(3.4)

≤
l∑

i=1

|ai| · C vol(∆n)(3.5)

where equation (3.1) follows from (2) of Definition 3.2.4, inequality (3.2) lifts to the
universal cover X, equation (3.3) uses the support of φ, inequality (3.4) pulls the
integral back on ∆n, and inequality (3.5) follows from Items (3) and (4) of Definition
3.2.4.

By taking the infimum over all fundamental class representatives
∑
aiσi, we have

‖M‖ ≥
∫
M φ(x)dV

C vol(∆n)
> 0. �
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3.3. Barycentric straightening

The barycentric straightening was introduced by Lafont and Schmidt [LS06]
(based on the barycentre method originally developed by Besson, Courtois, and Gallot
[BCG95]) to show the positivity of simplicial volume for most locally symmetric
spaces of non-compact type.

Briefly speaking, for any k-simplex on X, the corresponding (k + 1) vertices form
their Patterson–Sullivan measures. These measures can be viewed as (k + 1) vertices
in the affine spaceM(∂∞X) of all measures supported on the boundary of X. By the
affine structure, we can fill up a simplex on the space of measures by taking the linear
combinations of the measures. Finally, applying the barycentre map, it gives back a
simplex on X. Such a simplex is then defined to be the barycentrically straightened
simplex. Now we describe them in details.

3.3.1. Patterson–Sullivan measures. As a first step, we want to assign to
any point x ∈ X a measure supported on the boundary at infinity ∂∞X. In fact,
there is very much flexibility to choose such measures, and in most cases, it will
not show up in later estimates (except only in higher rank symmetric spaces) so
that it makes no difference. For example, one can choose the Lebesgue measures,
or harmonic measures at x, as long as the assignment is Γ-equivariant. However,
in the case of higher rank symmetric spaces, we need to further require that the
resulting measures support on a “regular” set (a special realization of the Furstenberg
boundary) inside the entire visual boundary, in order for the later estimates to work.
For this reason, we particularly introduce the Patterson–Sullivan measures here.

Definition 3.3.1. We call a family of finite Borel measures {µx}x∈X supported
on ∂∞X the Patterson–Sullivan measures, if it satisfies:

(1) µx is Γ-equivariant, i.e. γ∗µx = µγx for all x ∈ X and γ ∈ Γ, and
(2) dµx

dµy
(θ) = ehB(x,y,θ), for all x, y ∈ X, and θ ∈ ∂∞X,

where h is the volume growth entropy of M , and B(x, y, θ) is the Busemann function
on X defined to be B(x, y, θ) = limt→∞(dX(y, γθ(t))− t), such that γθ is the geodesic
ray from x to θ.

In the case of higher rank symmetric spaces, Albuquerque [Alb99] showed the
existence and uniqueness of the Patterson–Sullivan measures, and the support of the
measures lies in the most regular directions called the Furstenberg boundary. In case
of geometric rank one, Knieper [Kni97] proved the existence and uniqueness.

3.3.2. Barycentres. As a second step, we illustrate how we obtain from a
measure supported at ∂∞X a barycentre in X. Let ν be any finite Borel measure
fully supported on ∂∞X in case of geometric rank one; in case of higher rank, ν is
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fully supported on ∂FX, where ∂FX is identified with the G-orbits of a boundary
point that corresponds to the tangent vector dual to the sum of positive restricted
roots in g (here G = Isom0(X) and g is its Lie algebra). If we set B(x, θ) := B(p, x, θ)

for some fixed basepoint p ∈ X, and by taking the integral of B(x, θ) with respect to
ν, we obtain a function

x 7−→ Bν(x) :=

∫
∂∞X

B(x, θ)dν(θ).

One can show that if ν satisfies the above mentioned support condition, then Bν is
strictly convex, and if it is further a linear sum of the Patterson–Sullivan measures,
then it attains a unique minimum in X, which we denote by bar(ν). It is not difficult
to see that bar(ν) does not depend on the choice of basepoint p.

3.3.3. The explicit construction. Now we are ready to define the barycentric
straightening map. We denote by ∆k

s the standard spherical k-simplex in the Euclidean
space, that is

∆k
s =

{
(a1, . . . , ak+1) | ai ≥ 0,

k+1∑
i=1

a2
i = 1

}
⊆ Rk+1,

with the induced Riemannian metric from Rk+1, and with ordered vertices (e1, . . . , ek+1).
Given any singular k-simplex f : ∆k

s → X, with ordered vertices V = (x1, . . . , xk+1) =

(f(e1), . . . , f(ek+1)), we define the k-straightened simplex

stk(f) : ∆k
s → X

stk(f)(a1, . . . , ak+1) := bar

(
k+1∑
i=1

a2
i νxi

)
,

where νxi = µxi/‖µxi‖ is the normalized Patterson–Sullivan measure at xi. We notice
that stk(f) is determined by the (ordered) vertex set V , and we denote stk(f)(δ) by
stV (δ), for δ ∈ ∆k

s .

Proposition 3.3.2. The above defined barycentric straightening satisfies (1)− (3)

of Definition 3.2.1 (hence also Definition 3.2.4). Moreover, the Jacobian of the
barycentric straightening map can be estimated as

(3.6) | Jac(stn(f))(δ)| ≤ 2n ·
det(Hδ,V )1/2

det(Kδ,V )
,

for all f ∈ C0(∆n
s , X), δ = (a1, . . . , an+1) ∈ ∆n

s , where

Hδ,V =

∫
∂∞X

(
dB(stV (δ),θ)

)2
d

(
n+1∑
i=1

a2
i νxi

)
(θ),
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Kδ,V =

∫
∂∞X

DdB(stV (δ),θ)d

(
n+1∑
i=1

a2
i νxi

)
(θ).

Proof. The proof is verbatim as in the case of higher rank symmetric spaces
[LS06]. �

Remark 3.3.3. The two symmetric bilinear forms are essentially the average
of dB ⊗ dB and Hess(B) over some probability measure which is a finite sum of
the Patterson–Sullivan measures. Using the non-positive curvature, the Busemann
functions are convex, and one obtains that the bilinear forms are positive definite.
The quotient of the determinants that appears on the right side of inequality (3.6) has
been estimated by Besson–Courtois–Gallot [BCG95] in rank one symmetric spaces
(sharp) and by Connell–Farb [CF03] in higher rank (non-sharp).

3.4. Jacobian estimates

Motivated by inequality (3.6), if we can bound the quotient det(Hδ,V )1/2

det(Kδ,V ) uniformly
(or at least locally on some U ⊆M), then the barycentric straightening is indeed a
straightening (or straightening subordinated to U), which then implies the positivity
of the simplicial volume according to Theorems 3.2.3 and 3.2.5. More precisely, we
can summarize the above discussion into the following theorem, after rewriting the
bilinear forms in the following way:

Hx,ν =

∫
∂∞X

(
dB(x,θ)

)2
dν(θ),

Kx,ν =

∫
∂∞X

DdB(x,θ)dν(θ).

Theorem 3.4.1. Given M a closed non-positively curved manifold, if there exists
a constant C and a non-empty open set U ⊂M such that, for any probability measure
ν which is a finite linear sum of the Patterson–Sullivan measures, and any x ∈ X
whose natural projection p(x) ∈ U , we have:

(3.7)
det(Hx,ν)1/2

det(Kx,ν)
≤ C,

then ‖M‖ > 0.

In the rest of the section, we attempt to illustrate (at least philosophically) how
to obtain the uniform bound (3.7) for certain cases of non-positively curved manifolds
whose negative curvature “dominates” in some sense.

3.4.1. Locally symmetric manifolds. Now we restrict to the case of higher
rank locally symmetric spaces, our approach follows from [CF03, LW19]. We assume
for simplicity X = G/K is irreducible, where G is a connected, simple Lie group with
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finite center, and K is its maximal compact subgroup. One typical such example is
given by X = SLm(R)/ SO(m).

Our goal is to analyze the eigenvalues of Hx,ν and Kx,ν (for simplicity, we just
write H and K). Indeed, since the symmetric tensors dB ⊗ dB and DdB have
eigenvalues bounded from above, after taking the average, the eigenvalues remain
bounded. Therefore, in order to obtain a uniform bound as in (3.7), it suffices to
show the following eigenvalue matching property:

Eigenvalue Matching Property: For any small eigenvalue λi of K, there is a
distinct pair of eigenvalues µi, µ′i of H, which cancels with λi, that is, µi, µ′i = O(λi).
(The threshold value for an eigenvalue to be small can be chosen arbitrarily to depend
on the type of symmetric space but is independent on the choice of x and ν that
defines H and K.)

First, we investigate how many small eigenvalues can K have at most. To do this,
we need to introduce the following notion of k-trace.

Definition 3.4.2. Let L be a positive definite symmetric bilinear form on V n,
and k ≤ n be any natural number. We define the k-trace of L to be

Trk(L) := inf
V0⊆V

dimV0=k

Tr(L|V0).

Equivalently, it is the sum of the first k-eigenvalues of L.

One nice property for this notion is that it is superadditive, that is,

Trk(L1 + L2) ≥ Trk(L1) + Trk(L2).

So in our case, we obtain that

Trk(K) ≥
∫
∂∞X

Trk(DdB(x,θ))dν(θ).

Now use the geometry of the symmetric space, and since ν supports on the Furstenberg
boundary we only need to consider θ ∈ ∂FX; so DdB(x,θ) has exactly r zero eigen-
values, where r is the rank of the symmetric space X, and so Trr+1(DdB(x,θ)) ≥ ε0

holds for some constant ε0 depending on X. This, together with the superadditivity,
immediately implies the following:

Lemma 3.4.3. K has at most r small eigenvalues, where r is the rank of the
symmetric space X.

Next, we consider the matching for only a single small eigenvalue of K. If we
denote by v ∈ T 1

xX any vector which corresponds to this eigenvalue, the following
lemma gives a description of the feasible set of vectors which can produce comparably
small (eigen)values of H.



36 3. POSITIVITY OF SIMPLICIAL VOLUME VIA BARYCENTRIC TECHNIQUES

Lemma 3.4.4. Let v ∈ T 1
xX be such that it is most singular (in the sense of

maximal isotropy subgroup) in its ρ-neighbourhood. Then there exists a constant C(ρ)

such that, for any u ∈ Null
(
R(v, ·, v, ·)

)⊥
:= Fv, we have

H(u, u) ≤ C(ρ)K(v, v).

Proof. The original proof goes back to [CF03] using Lie algebra computations,
but a general approach has been obtained in [CW19, Lemma 5.3], with a slight
modification required here in adaptation to symmetric spaces. �

Finally, to arrange a matching for all small eigenvalues, we observe that the
eigenvectors of these small eigenvalues (assume the number is k, k ≤ r) will be almost
inside a flat. By perturbation, we may assume these directions v1, . . . , vk span an
almost orthonormal frame entirely inside the flat F , and they are most singular
within a fixed small neighbourhood. Now by Lemma 3.4.4, if we can find distinct
pairs ui, u′i ∈ Fvi for each vi, such that {u1, . . . , uk, u

′
1, . . . , u

′
k} spans an orthonormal

frame (necessarily in F⊥ by definition of Fv), then the eigenvalue matching property
holds. It turns out that this boils down to a certain combinatorial problem which can
be solved by the generalised Hall’s Marriage Theorem (see [LW19]). In other words,
we have the following sufficient condition for the eigenvalue matching property.

Proposition 3.4.5. [LW19] Let {v1, . . . , vr} be an almost orthonormal r-frame
in F . If for any subcollection {vi1 , . . . , vik} ⊆ {v1, . . . , vr}, the following dimension
inequality holds

dim(Fvi1 ⊕ Fvi2 ⊕ · · · ⊕ Fvik ) ≥ 2k,

then the eigenvalue matching property holds.

We now illustrate the eigenvalue matching in the following two examples where
G = SL3(R) and SL4(R).

Example 3.4.6. X = SL3(R)/SO(3): The matching fails. The problem is
when {v1, v2} takes the entire orthonormal frame of the two dimensional flat F . By
definition, Fvi is either F⊥ if vi is regular, or a two dimensional subspace in F⊥ if vi
is singular. We have that:

Fv1 ⊕ Fv2 ⊆ F⊥,

whose dimension is at most 3. Thus the inequality in Proposition 3.4.5 fails.

Example 3.4.7. X = SL4(R)/SO(4): The matching works. We consider the
worst case where we have three small eigenvalues, whose eigenvectors correspond to
the most singular directions and therefore the feasible sets are the smallest possible.
In fact this cannot happen, but even so we can show there exists a matching, let
alone other cases. For any subcollection, without loss of generality, it is either {v1},
{v1, v2} or {v1, v2, v3}. We can check that:
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(1) {v1}: dimFv1 = dim(SL3(R)/ SO(3)× R)⊥ = 3 ≥ 2 · 1,
or that dimFv1 = dim(H2 ×H2 × R)⊥ = 4 ≥ 2 · 1,

(2) {v1, v2}: dim(Fv1 ⊕ Fv2) = dim(H2 × R2)⊥ = 5 ≥ 2 · 2,
(3) {v1, v2, v3}: dim(Fv1 ⊕ Fv2 ⊕ Fv3) = dim(F⊥) = 6 ≥ 2 · 3.

Therefore, the dimension inequality in Proposition 3.4.5 holds. Moreover, we can see
exactly how the pairings work by writing them explicitly.

We identify the tangent space TxX ∼= p, where p is the symmetric part under the
Cartan decomposition which consists of traceless 4× 4 symmetric matrices, and the
flat F corresponds to the diagonal ones. Suppose the three most singular directions
v1, v2, v3 are (up to a scale) given by

v1 =


−3

1

1

1

 , v2 =


1

−3

1

1

 , v3 =


1

1

−3

1

 .
Then their corresponding feasible sets Fvi are the following:

Fv1 = span




0 1

1 0

0

0


(∗)

,


0 1

0

1 0

0

 ,


0 1

0

0

1 0


(∗) ,

Fv2 = span




0 1

1 0

0

0

 ,


0

0 1

1 0

0


(∗)

,


0

0 1

0

1 0


(∗) ,

Fv3 = span




0 1

0

1 0

0


(∗)

,


0

0 1

1 0

0

 ,


0

0

0 1

1 0


(∗) .

Now by carefully choosing each ui, u′i as indicated by (∗) above, we obtain a matching.

3.4.2. Geometric rank one manifolds. Now we turn to the case of geometric
rank one. Note that not every rank one manifold has positive simplicial volume (see
Figure 3.1). Thus, we propose two sufficient conditions that are both local, one with
a rank condition, and the other with a curvature condition. We also give a sketch of
the proofs of Theorem 3.1.3 and 3.1.6.

Under a single point rank+ one condition. This case is relatively easier,
and essentially due to the original estimate of Besson–Courtois–Gallot [BCG95].
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Proof of Theorem 3.1.3. We set u a non-negative function onM that detects
rank+ one vectors, namely, let u(x) := infvθ∈T 1

x̄M
Tr2DdB(x̄,θ), where x̄ ∈ X is a lift

of x. Note that u(x) > 0 if and only if all vectors on x are rank+ one. Thus, by
assumption there exists p ∈M such that u(p) > 0. We choose a neighbourhood U of
p such that u(x) ≥ ε0 for all x ∈ U .

According to Theorem 3.4.1, we just need to obtain a uniform bound as in (3.7).
Note that under a proper choice of diagonalizing orthonormal basis e1, e2, . . . , en so
that e1 is the unit vector at x̄ pointing toward θ, we can write the bilinear forms in
the following matrix forms:

(dB(x̄,θ))
2 =

[
1 0

0 0(n−1)

]
, and

DdB(x̄,θ) ≥ u(x)

[
0 0

0 I(n−1)

]
.

Therefore, we have for any (x̄, θ) with p(x̄) = x ∈ U that

(dB(x̄,θ))
2 +

1

u(x)
DdB(x̄,θ) ≥ I(n).

Hence after integrating with respect to any probability measure ν, the following holds,

Hx̄,ν +
1

u(x)
Kx̄,ν ≥ I(n).

This inequality is independent on ν. We now apply the following lemma from
Besson–Courtois–Gallot [BCG95, Proposition B.1] on Hx̄,ν and 1

u(x)Kx̄,ν .

Lemma 3.4.8. Let H and K be two n× n (n ≥ 3) matrices, where K is positive
definite, and H is positive semidefinite. If H +K ≥ I and tr(H) = 1, then

det(H)1/2

det(K)
≤ nn/2

(n− 1)n
.

Thus, we obtain
det(Hx̄,ν)1/2

det(Kx̄,ν)
≤ 1

un(x)
· nn/2

(n− 1)n
,

and the desired uniform bound on U then follows:

det(Hx̄,ν)1/2

det(Kx̄,ν)
≤ nn/2

εn0 (n− 1)n
.

This completes the proof in view of Theorem 3.4.1. �

Under a single point negative k-Ricci condition. To prove Theorem 3.1.6 in
this case, we need to obtain a similar eigenvalue matching as in the case of symmetric
spaces. We are going to establish parallel results to Lemma 3.4.3 and 3.4.4. Following
the same notations as above, K := Kx,ν and H := Hx,ν for some x ∈ U and ν the
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finite sum of Patterson–Sullivan measures. Again, we first investigate how many
small eigenvalues of K one can have at most.

Lemma 3.4.9. If M satisfies Rick+1 < 0, then there exists an ε > 0 that only
depends on M̃ := X, such that the number of eigenvalues of K which is < ε is no
more than k.

Proof. Use the same idea as in Lemma 3.4.3. See [CW19, Corollary 1]. �

In particular, under the assumption of Theorem 3.1.6, there are at most bn4 c small
eigenvalues. Next, we consider the matching for a single eigenvalue.

Lemma 3.4.10. Suppose M has uniformly negative (bn4 + 1c)-Ricci curvature in
a neighbourhood U of x. Then there is a constant C that depends on (M, g) and U ,
such that for all v ∈ T 1

xM there is a subspace Fv ⊆ TxM of dimension at least b3n
4 c,

and the inequality

dB2
(x,θ)(u, u) ≤ C

(
DdB(x,θ)(v, v)

)2/3

holds for all u ∈ Fv.

By integrating the above inequality with respect to ν, and applying the Hölder
inequality, it follows that

Eigenvalue Matching Property: For any small eigenvalue λ of K, there is a
collection of eigenvalues {µ1, . . . , µb 3n

4
c} (counting multiplicity) of H, which satisfies

µi = O(λ2/3) for all 1 ≤ i ≤ b3n
4 c.

Finally, we are ready to prove Theorem 3.1.6.

Proof of Theorem 3.1.6. For any x ∈ U , and any finite sum of Patterson–
Sullivan measures ν, we give a uniform upper bound as in (3.7). We denote λ1 ≤
λ2 ≤ · · · ≤ λn the eigenvalues of K and µ1 ≤ µ2 ≤ · · · ≤ µn ≤ 1 the eigenvalues of H.
By Lemma 3.4.9, we have λi ≥ ε for some ε depends on U and X, and for all i > k

where k = bn4 c. By the Eigenvalue Matching Property (essentially due to Lemma
3.4.10), we have µi = O(λ

2/3
1 ) for all 1 ≤ i ≤ 3k. Thus we obtain that

detH1/2

detK
=

(µ1 · · ·µn)1/2

λ1 · · ·λn
≤
µ

3k/2
3k · 1k/2

λk1 · ε(n−k)
≤ O(1).

The theorem then follows from Theorem 3.4.1. �





CHAPTER 4

GROMOV’S SYSTOLIC
INEQUALITY VIA SMOOTHING

LIZHI CHEN

A central theorem shown by Gromov in systolic geometry concerns the relation
between two topological invariants: systolic volume and simplicial volume. The main
method used to show this theorem is Gromov’s smoothing technique, which relies on
an alternative definition of simplicial volume. In the following, a brief introduction is
given for the theorem and the smoothing technique.

4.1. Gromov’s systolic inequality

Let M be a closed manifold of dimension n endowed with a Riemannian metric
G, denoted (M,G). The systole of (M,G), denoted by Sysπ1(M,G), is defined to be
the shortest length of a non-contractible loop. A closed connected n-manifold M
is essential if there exists a continuous map f : M → K from M to an aspherical
topological space K, such that fn([M ]) 6= 0 in Hn(M ;R), where [M ] ∈ Hn(M ;R) is
the fundamental class of M , and the coefficient ring is R = Z if M orientable, R = Z2

if M non-orientable. Examples of essential manifolds include all closed hyperbolic
n-manifolds, n-dimensional torus Tn and real projective n-space RPn. Moreover, all
connected closed aspherical n-dimensional manifolds are essential, and connected
sums of aspherical manifolds are also essential. The main theorem in the area of
systolic geometry is the following systolic inequality proved by Gromov:
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Theorem 4.1.1 ([Gro83]). For any Riemannian metric G defined on a closed
essential manifold M of dimension n,

Sysπ1(M,G)n 6 Cn volG(M),

where Cn is a positive constant only depending on n.

Moreover, Gromov found that for a given essential manifold M , the optimal
constant in the systolic inequality is related to the topological complexity of M . In
particular, there is the relation to simplicial volume. The optimal constant in systolic
inequality is usually called “systolic volume”.

Definition 4.1.2. The systolic volume of a closed manifold M of dimension n,
denoted SR(M), is defined to be

inf
G

volG(M)

Sysπ1(M,G)n
,

where the infimum is taken over all Riemannian metrics G on M .

According to Theorem 4.1.1, systolic volume is positive for all essential manifolds.
Babenko further showed in [Bab92] that systolic volume is a homotopy invariant.
In [Bru08], Brunnbauer showed that systolic volume of connected closed manifolds
only depends on the image of the fundamental class under the classifying map of the
universal covering.

Denote by ‖M‖ the simplicial volume of M . Gromov’s theorem relating systolic
volume to simplicial volume is given in the following:

Theorem 4.1.3 ([Gro83]). Assume that M is a closed manifold of dimension n
with non-zero simplicial volume. The systolic volume SR(M) of M satisfies

SR(M) > Cn
‖M‖

logn ‖M‖
,

where Cn is a constant only depending on n.

The above theorem is a central theorem in systolic geometry, also considered to
be the most difficult theorem in this area, see [Ber03, Gut10]. The proof mainly
depends on smoothing technique. It is our aim to have a brief introduction for this
technique. We refer to [Gro82] and [BK19] for major references.

4.2. Straight invariant fundamental cocycles

In the smoothing technique, we need to use straight invariant fundamental cocycles
to give an alternative definition of simplicial volume.

Let M be a closed hyperbolic manifold of dimension n, and let hyp be the
hyperbolic Riemannian metric defined on M . For a singular simplex σ : ∆n → M ,
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denote by σ̃ : ∆n → Hn the lifting of σ to the universal covering space Hn. A straight
n-simplex in the hyperbolic space Hn is defined inductively via the geodesic cone (see
Section 2.2 for more details).

Note that a straight n-simplex in Hn is uniquely determined by its (n+1) vertices.
We denote by σ̃st the straight n-simplex with the same set of vertices of σ̃. Assume
that π : Hn →M is the universal covering map. Denote by σst the n-simplex π ◦ σ̃st.
It is easy to see that σst and σ share the same set of vertices. Suppose ω ∈ Hn(M ;R)

is a fundamental cocycle, then for a straight n-simplex σst, we have ω(σst) = ω(σ).
Therefore, the action of ω on an n-simplex σ is only determined by the set of vertices
of σ. In this way we can see ω as a real-valued function defined on Mn.

Proposition 4.2.1. For the universal covering π : Hn →M , define the pullback
π∗ω : M̃n+1 → R as

π∗ω(y′0, y
′
1, . . . , y

′
n) = ω(π(y′0), π(y1)′, . . . , π(y′n)).

Then π∗ω : M̃n+1 → R is also straight, that is, it only depends on the set of vertices.

Now let (M,G) be any Riemannian manifold of dimension n, and π : M̃ →M be
the universal covering map.

Definition 4.2.2. A straight invariant fundamental cocycle is a cochain ω̃ ∈
Cn(M̃ ;R), such that

(1) ω̃ is π1(M)-invariant;
(2) ω̃ is the only cocycle satisfying π∗(ω) = ω̃, where ω is the fundamental

cocycle of M ;
(3) ω̃ is straight, so that ω̃ can be considered as a real valued function on M̃

which only depends on (n+ 1) vertices in M̃ ; moreover ω̃ is Borel.

4.3. An alternative definition of simplicial volume

The standard definition of simplicial volume is given in terms of the fundamental
class in the real coefficient homology group (see Definition 2.1.1 in Chapter 2, or
Definition 5.1.1 in Chapter 5). There is also a dual definition of simplicial volume
in terms of (bounded) cohomology, see [BK19, Section 2.2]. In the following we
introduce an alternative definition of simplicial volume in terms of straight invariant
fundamental cocycles. It can be shown that all these three definitions are equivalent.

For a given straight invariant fundamental cocycle ω̃ ∈ Cn(M̃ ;R), its `∞-norm is
defined to be

‖ω̃‖∞ = sup |ω̃(ỹ0, ỹ1, . . . , ỹn)|,

where the supremum is taken over all points (ỹ0, ỹ1, . . . , ỹn) ∈ M̃n+1.
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Definition 4.3.1. For the given Riemannian n-manifold (M,G), define

‖M‖′ = 1

inf ‖ω̃‖∞
,

where the infimum is taken over all straight invariant fundamental cocycles ω̃ on M̃ .

The above is an alternative definition of simplicial volume, due to Gromov [Gro82,
Section 2] and Balacheff–Karam [BK19, Section 2.3]. Following Gromov’s ideas [Gro82,
Section 3], one can in fact prove that it is equivalent to the standard definition (Defi-
nition 1). For instance, in the hyperbolic case, we have the following:

Theorem 4.3.2 (See [BK19, Theorem 2.4]). For a hyperbolic n-manifold M ,

vn ‖M‖′ = volhyp(M),

where vn is the maximal volume of an ideal regular n-simplex in Hn as in Section
2.0.1.

4.4. The smoothing technique

In the following, we still use (M,G) to denote a closed Riemannian manifold of
dimension n, and π : M̃ →M to denote the universal covering.

LetM be the Banach space of all finite measures on M̃ , and P be the subset of
all probability measures. For µ ∈M, its usual norm is

‖µ‖ =

∫
M̃
|µ|,

where |µ| stands for the total variation. A straight invariant fundamental cocycle ω̃
is extended to a real valued (n+ 1)-linear function onMn+1 as follows:

ω̃(µ0, µ1, · · · , µn) =

∫
M̃n+1

ω̃(ỹ0, ỹ1, · · · , ỹn)dµ0(ỹ0)dµ1(ỹ1) · · · dµn(ỹn).

Definition 4.4.1. A smoothing operator is a smooth π1(M)-equivariant map
S : M̃ → P.

For a straight invariant fundamental cocycle ω̃ (seen as a real valued function on
Mn+1), the pullback S ∗ω̃ is defined as follows,

S ∗ω̃(ỹ0, ỹ1, . . . , ỹn) = ω̃(S (ỹ0),S (ỹ1), . . . ,S (ỹn)).

The idea of the smoothing operator is to replace points in M̃ by probability measures,
and then observe the effect on diffused cochains.

Proposition 4.4.2. For a smoothing operator S : M̃ → P, let ω̃ be a straight
invariant fundamental cocycle. Then the pullback S ∗(ω̃) is also a straight invariant
fundamental cocycle.
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For a smoothing operator S : M→ P, let ỹ ∈ M̃ , define

‖dSỹ‖ = sup
τ∈S
‖dSỹ(τ)‖,

where the supremum is taken over all vectors τ in the unit tangent sphere Sỹ ⊂ TỹM̃
of the pullback metric on the Riemannian universal covering M̃ . Then we define

‖dS ‖∞ = sup
ỹ∈M̃
‖dSỹ‖,

where the supremum is over all ỹ ∈ M̃ .
The smoothing inequality is given in the following theorem:

Theorem 4.4.3 (Gromov’s smoothing inequality, see [BK19, Theorem 3.4.]). Let
(M,G) be a closed Riemannian n-manifold. For a smoothing operator S : M̃ → P
with ‖dS ‖∞ <∞,

‖M‖ 6 n!‖dS ‖n∞ volG(M).

Remark 4.4.4. The proof of the above smoothing inequality uses the alternative
definition ‖M‖′ of simplicial volume. In Gromov’s paper [Gro82], this part is
contained in Section 2.4.

4.5. Applications of the smoothing technique

The smoothing technique introduced above is applied to show Theorem 4.1.3.
There are two main steps in the proof of Theorem 4.1.3. The first step concerns
the existence of regular geometric cycles. The second step is the application of the
smoothing technique. In Gromov’s paper [Gro83], this theorem is contained in
Section 6.4. A detailed description of existence of regular geometric cycles is in
[Bul15].

Let M be a closed Riemannian manifold of dimension n with ‖M‖ > 0. A
geometric cycle (V, f) representing the fundamental class [M ] is a pseudomanifold
V endowed with a piecewise Riemannian metric G, such that the continuous map
f : V →M satisfies f∗([V ]) = [M ], where f∗ stands for the induced homomorphism
between top homology groups and [V ] stands for the fundamental class of V . A
regular geometric cycle V ∗ satisfies SR(V ∗) = SR(M) and Sysπ1(V ∗,G) = 1. Let Ṽ ∗

be the universal covering of V ∗. When the smoothing technique is applied to show
Theorem 4.1.3, the smoothing operator S (y) (y ∈ Ṽ ∗) constructed is defined to be a
function S : Ṽ ∗ → R, so that

S ∗µ(y′) =

∫
V ∗

S (y, y′)µ(y′)dy′.



46 4. GROMOV’S SYSTOLIC INEQUALITY VIA SMOOTHING

With the chosen function S (y, y′), it is proved in [Gro83, Section 6.4] that

‖dS ‖n∞ 6 logn (Cn SR(V ∗)),

where Cn is a positive constant only depending on n. More details can be found
in [Gro82, Section 2.4] and [Gro83, Section 6.4]. Since the map f : V ∗ → M has
degree one, ‖M‖ 6 ‖V ∗‖. Theorem 4.1.3 is proved by a combination with the above
smoothing inequality.

More applications of the smoothing technique are mentioned in Balacheff and
Karam’s article [BK19].



CHAPTER 5

INTEGRAL FOLIATED SIMPLICIAL
VOLUME

CATERINA CAMPAGNOLO

The invariants considered hereafter are also defined for non-connected or non-
orientable manifolds, or manifolds with boundary, but for simplicity we will always
assume that Mn is a (non-empty) closed connected oriented manifold of dimension n.

5.1. A question of Gromov

Recall the definition of simplicial volume (Definition 1):

Definition 5.1.1. The simplicial volume of M is

‖M‖ = inf

{
k∑
i=1

|ai|

∣∣∣∣∣
[

k∑
i=1

aiσi

]
= [M ] ∈ Hn(M ;R)

}
∈ R≥0,

where each
∑k

i=1 aiσi is a singular cycle with real coefficients, and [M ] is the funda-
mental class of M .

The following question was asked by Gromov:

Question 5.1.2 ([Gro92]). Let M be a closed connected oriented aspherical
manifold. Then is it true that ‖M‖ = 0 implies χ(M) = 0?

Recall that the Euler characteristic is of course defined by χ(M) =
∑

j≥0(−1)jbj(M),
where bj(M) is the rank of Hj(M ;Z). For later use, we note the equality χ(M) =
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j≥0(−1)jb

(2)
j (M̃), where b(2)

j (M̃) is the von Neumann dimension of the `2-homology

H
(2)
j (M̃ ;Z) of the π1(M)-CW complex M̃ , the universal covering of M with the deck

transformation action of π1(M). See Chapter 6 for a definition and properties of
`2-homology and `2-Betti numbers.

Remark 5.1.3. Let us consider a few manifolds with vanishing simplicial volume
for a quick sanity check of Gromov’s question.

(1)
∥∥S2

∥∥ = 0, χ(S2) = 2, but S2 is not aspherical!
(2) ‖Tn‖ = 0, χ(Tn) = 0.
(3) IfM is a Euclidean manifold, it is finitely covered by a torus of the dimension

of M . Then both the simplicial volume and the Euler characteristic of M
vanish, by the preceding item and the multiplicativity of these invariants
under finite coverings (Proposition 3).

(4) If π1(M) is amenable, then ‖M‖ = 0. What about χ(M)? The answer to
this question will appear at the end of this chapter (see also Chapter 6, page
59).

To approach Gromov’s question above, we will introduce a few new invariants
related to the simplicial volume.

5.2. Integral simplicial volume

Definition 5.2.1. The integral simplicial volume of M is

‖M‖Z = inf

{
k∑
i=1

|ai|

∣∣∣∣∣
[

k∑
i=1

aiσi

]
= [M ] ∈ Hn(M ;Z)

}
∈ Z≥1,

where each
∑k

i=1 aiσi is a singular cycle with integer coefficients, and [M ] is the
fundamental class of M .

Remark 5.2.2. (1) The only difference with Definition 5.1.1 is in the choice
of the coefficients for the fundamental class of M and hence for the repre-
senting cycles.

(2) With integer coefficients, the infimum becomes now a minimum.
(3) ‖M‖Z ≥ ‖M‖ as every integer cycle is also a real cycle.

The following lemma (see for example [FLPS16, Lemma 4.1], or [Löh, Proposition
4.1], [Lüc02, Example 14.28] for slightly different versions) illustrates the strategy
we will deploy to approach Gromov’s question.

Lemma 5.2.3. ‖M‖Z ≥ bj(M) for all j ≥ 0.

Proof. Let
∑k

i=1 aiσi be a representative of [M ] ∈ Hn(M ;Z) such that
∑k

i=1 |ai| =
‖M‖Z. Poincaré duality yields an isomorphism
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Hn−j(M ;Z) −→ Hj(M ;Z)

[α] 7−→ [α] ∩ [M ] =

[
k∑
i=1

aiα(σic)bσi

]
.

Then for every j ≥ 0, the module Hj(M ;Z) is a quotient of a module generated
by at most k elements. Hence its rank bj(M) is at most k. Consequently

bj(M) ≤ k =
k∑
i=1

1 ≤
k∑
i=1

|ai| = ‖M‖Z. �

This lemma inspires the following idea: the integral simplicial volume relates
directly to the Betti numbers, and hence to the Euler characteristic. If it were equal
to the simplicial volume for aspherical manifolds, the answer to Gromov’s question
5.1.2 would be yes. Of course this is not the case, as the integral simplicial volume
never vanishes. We will then try to find finer approximations of the simplicial volume,
while keeping the same kind of inequalities as in Lemma 5.2.3. This motivates the
definition of the invariants below.

5.3. Stable integral simplicial volume

Definition 5.3.1. The stable integral simplicial volume of M is

‖M‖∞Z = inf

{
‖N‖Z
d
| N →M is a covering of degree d

}
∈ R≥0.

Remark 5.3.2. (1) We have ‖M‖ ≤ ‖M‖∞Z ≤ ‖M‖Z. The first inequality
follows from the multiplicativity property of simplicial volume with respect
to finite coverings (Proposition 3); the second inequality is obvious as the
identity map is a covering of degree 1. For manifolds with trivial fundamental
group, we have ‖M‖∞Z = ‖M‖Z.

(2) Playing with coverings, it is easy to see that if M ′ → M is a covering of
degree d′, then ‖M ′‖∞Z = d′‖M‖∞Z .

Lemma 5.3.3 ([FFM12, Proposition 5.1]). (n+ 1)‖M‖∞Z ≥ χ(M).

Proof. By Lemma 5.2.3, for every degree d′ coveringM ′ ofM we have ‖M ′‖Z ≥
bj(M

′) for every j ≥ 0. Then

(n+ 1)‖M ′‖Z ≥
n∑
j=0

|(−1)jbj(M
′)| ≥ χ(M ′) = d′χ(M).

Dividing by d′ and taking the infimum over all finite coverings of M yields the desired
inequality. �
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The following result also holds true:

Lemma 5.3.4. ‖M‖∞Z ≥ b
(2)
j (M̃) for all j ≥ 0.

This can for example be deduced from Remark 5.4.3 (2) and Proposition 5.4.4
below.

In view of these lemmas, we get a new strategy to approach Gromov’s question
5.1.2: if it is true that ‖M‖∞Z = ‖M‖, then the answer to the question is yes.

Let us consider the surface case:

Example 5.3.5. (1) ‖S2‖∞Z = ‖S2‖Z = 2 because there are no non-trivial
coverings of S2, but

∥∥S2
∥∥ = 0.

(2) ‖T 2‖∞Z =
∥∥T 2

∥∥ = 0 by multiplicativity under finite coverings.
(3) ‖Σg‖∞Z = ‖Σg‖ = 4(g− 1). Indeed, the surface Σh admits a triangulation by

4h− 2 triangles. Now one can construct an explicit degree d covering of Σg

by Σh for every d, g, h ∈ N such that 2(1− h) = 2d(1− g) is satisfied. For
such a degree d covering Σh → Σg we thus have the relation h = d(g−1) + 1.
Consequently

‖Σg‖∞Z ≤
‖Σh‖Z
d

≤ 4h− 2

d
= 4(g − 1) +

2

d

for every d ∈ Z>0. Thus taking the infimum over d we obtain

4(g − 1) = ‖Σg‖ ≤ ‖Σg‖∞Z ≤ 4(g − 1)

and we have equality. This argument can be found in [Gro82, p. 9].

Other presently known cases of equality ‖M‖ = ‖M‖∞Z are listed hereafter. If M
satisfies this equality, it is said to satisfy integral approximation:

(1) M3 hyperbolic [FLPS16];
(2) M3 aspherical [FLMQ21].

However it was shown in [FFM12] that for Mn hyperbolic, as soon as n ≥ 4 we have
‖Mn‖ < ‖Mn‖∞Z .

But recall from Theorem 2.0.1 that the simplicial volume of hyperbolic manifolds
is positive. So the outlined strategy is still not lost for us, because the right question
to ask is:

Question 5.3.6. If M is aspherical and ‖M‖ = 0, is it true that ‖M‖∞Z = 0?

Remark 5.3.7. Often this question is asked with the additional assumption that
π1(M) is residually finite, because it is unlikely that the answer is positive in full
generality. However we do not know any counterexample to the question formulated
as above.
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To Question 5.3.6 there are two more positive answers: manifolds with residually
finite amenable fundamental group [FLPS16] and (generalised) graph manifolds with
residually finite fundamental group [FFL19] satisfy integral approximation.

5.4. Integral foliated simplicial volume

To define our next invariant we need a bit more setup. Let π : M̃ →M be the
universal cover of M . Denote by Γ = π1(M) the fundamental group of M . Then Γ

acts on M̃ by deck transformations. This induces a natural action of Γ on C•(M̃ ;Z).
There is a canonical identification

C•(M ;Z) ∼= Z⊗ZΓ C•(M̃ ;Z).

A standard Borel space is a measurable space that is isomorphic to a Polish space
with its Borel σ-algebra B. Recall that a Polish space is a separable completely
metrizable topological space. Let X be a standard Borel probability space, that is, a
standard Borel space endowed with a probability measure µ. Suppose now that Γ

acts (on the left) on such a standard Borel probability space (X,B, µ) in a measurable
and measure-preserving way. Denote this action by α : Γ→ Aut(X,µ). Set

L∞(X,Z) = {f : X −→ Z | ∃C ∈ R : |f(x)| ≤ C for µ-almost every x ∈ X} .

We define a right Γ-action on L∞(X,Z) by setting

(f · γ)(x) = f(γx), for all f ∈ L∞(X,Z), γ ∈ Γ, x ∈ X.

There is a canonical inclusion for any k ∈ Z>0:

iα : Ck(M ;Z) ∼= Z⊗ZΓ Ck(M̃ ;Z) −→ L∞(X,Z)⊗ZΓ Ck(M̃ ;Z)

n⊗ σ 7−→ constn ⊗ σ,

where the tensor products are taken over the given actions. We will write C•(M ;α)

for the complex L∞(X,Z)⊗ZΓ C•(M̃ ;Z). We call its elements parametrized chains.
Given a parametrized k-chain z =

∑
i fi⊗σi ∈ L∞(X,Z)⊗ZΓ Ck(M̃ ;Z) we define

its parametrized `1-norm as

|z|1 =
∑
i

∫
X
|fi|dµ,

where each σi : ∆k →M is a singular simplex of dimension k. Here we assume that
z is in reduced form, that is, if i 6= j, then π ◦ σi 6= π ◦ σj .

From now on we set:

H•(M ;α) := H•(C•(M ;α)).

Definition 5.4.1 ([Gro99, Sch05]). The integral foliated simplicial volume ofM
is the infimum over the parametrized `1-norms of the parametrized cycles representing
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the fundamental class:M= inf
α,(X,µ)

{
Mα | α : Γ −→ Aut(X,µ)} ∈ R≥0,

where the α-parametrized simplicial volume
Mα is given by

inf

{∑
i

∫
X
|fi|dµ

∣∣∣∣∣ [M ]α =

[∑
i

fi ⊗ σi

]
∈ Hn(M ;α)

}
∈ R≥0.

Here [M ]α denotes the image of the fundamental class [M ] ∈ Hn(M ;Z) in Hn(M ;α)

under the map induced by iα.

Remark 5.4.2. Note that the infimum in the definition of
M is achieved by

an essentially free action α, meaning that µ ({x ∈ X | Stabα(x) 6= {eΓ}}) = 0 [LP16,
Corollary 4.14].

Remark 5.4.3. (1)
M≤ ‖M‖Z. Indeed, if α is the trivial action of Γ on

X = {∗}, then
Mα = ‖M‖Z. Actually the equality holds as soon as α is

trivial, even if X is not [LP16, Example 4.5]. So in particular
M= ‖M‖Z

if Γ = {1} (see also [Sch05, Proposition 5.29]).
(2)
M ≤ ‖M‖∞Z . Indeed, if X = Γ̂ = lim←NEf.i.Γ

Γ/N is the profinite
completion of Γ, endowed with the pullback µ of the counting probability
measures on the finite groups Γ/N , then (X,µ) is a standard Borel space,
and the natural action α of Γ on X is measurable and measure preserving.
Then

Mα = ‖M‖∞Z [LP16, Theorem 1.5]).
(3) ‖M‖ ≤

M. Indeed, consider
Ck(M ;Z) // L∞(X,Z)⊗ZΓ Ck(M̃ ;Z) // Ck(M ;R)

∑
i fi ⊗ σi

� //
∑

i(
∫
X fidµ)π ◦ σi.

Notice that the right map is norm non-increasing, and that in homology it
maps a parametrized fundamental class of M to a real fundamental class of
M . This shows the claim (see [Sch05, Theorem 5.35] or [LP16, Proposition
4.6]).

For more details on the integral foliated simplicial volume, see for example [LP16].
Analogously to Lemma 5.2.3 it holds:

Proposition 5.4.4.
M≥ b(2)

j (M̃) for all j ≥ 0.

The idea of this statement goes back to Gromov [Gro99]. A proof can be found
in [Sch05, Corollary 5.28] (the multiplicative constant therein can be improved to 1,
to match the statement of Proposition 5.4.4).
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So we are again in the position to propose a strategy: if ‖M‖ =
M for M

aspherical, then the answer to Gromov’s question 5.1.2 is yes (see also Chapter 6,
page 59). In fact, the definition of the integral foliated simplicial volume was proposed
by Gromov precisely as a tool to study his question, and was formalized by Schmidt
in his PhD thesis [Sch05].

Let us again consider the surface case:

Example 5.4.5. (1)
S2= ‖Z‖Z = 2, as π1(S2) = {1}.

(2)
Σg

= ‖Σg‖ for every g ≥ 1, as we have the sandwich inequality ‖Σg‖ ≤Σg
≤ ‖Σg‖∞Z , which is an equality by Example 5.3.5.

Presently it is known that we also have equality ‖M‖ =
M if M3 hyperbolic

[LP16, Theorem 1.1]. However, as before, if Mn is hyperbolic, as soon as n ≥ 4 we
have ‖Mn‖ <

Mn [FLPS16, Theorem 1.8].
But again, recall from Theorem 2.0.1 that the simplicial volume of hyperbolic

manifolds is positive. So the outlined strategy is still not lost for us, because the
right question to ask is:

Question 5.4.6. If M is aspherical and ‖M‖ = 0, is it true that
M= 0?

To this question there presently are a few positive answers:

(1) if π1(M) is amenable and the dimension ofM is non-zero [FLPS16, Theorem
1.9]. This answers the question raised in Remark 5.1.3 (4);

(2) if M is smooth and admits a smooth non-trivial action by S1 [Gro82,
Yan82, Fau21];

(3) if M is smooth and admits a smooth regular foliation by S1, with some
technical assumptions [CC21].

We are hoping for more, or for new approaches to Question 5.1.2!

Remark 5.4.7. In the proof of [Sau09, Theorem B], Sauer uses the mass, an
invariant similar to the integral foliated simplicial volume: the main difference being
that the associated norm only takes into account the measure of the support of the
occurring functions, and not their values. He shows that if a triangulated aspherical
manifold of dimension n is covered by amenable open sets with intersection multiplicity
at most n, then its mass vanishes. He uses this result to show that in turn the `2-Betti
numbers of this manifold vanish [Sau09, Theorem A.1].





CHAPTER 6

`2-BETTI NUMBERS
HOLGER KAMMEYER

Typical spaces of interest in the study of simplicial volume and bounded coho-
mology are closed hyperbolic manifolds or more generally locally symmetric spaces.
These are orbit spaces M = X/Γ of a group action Γ y X on a contractible space.
To wit, the fundamental group Γ = π1M acts by deck transformations on the globally
symmetric universal covering X = M̃ . Strong rigidity results imply that not only the
homotopy type but actually the isometry type of M is determined by the group Γ.
So it stands to reason to put the group Γ into the focus of any thorough investigation
of M and study the Γ-space X via equivariant methods. However, transferring the
concepts of classical algebraic topology into an equivariant setting runs quickly into
technical difficulties because X is not compact and Γ is an infinite group. In fact,
functional analytic tools are necessary to cope with the infinite setting. The purpose
of this chapter is to introduce the reader to the most established invariant which
emerges in this way: the `2-Betti numbers.

6.1. The definition of `2-Betti numbers

Let Γ be a group and let X be a Γ-CW complex, by which we mean a CW complex
X with a left action of Γ by cellular homeomorphisms. Let us moreover assume that
Γ acts freely and cocompactly on all the skeleta Xn of X. This has the effect that for
each n, the set of open n-cells in X decomposes into a union of kn simple transitive
Γ-orbits. Correspondingly, the nth cellular chain complex Cn(X) = Hn(Xn, Xn−1),
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defined as the nth singular homology of the n-skeleton relative to the (n− 1)-skeleton
of X, carries the structure of a free left ZΓ-module of rank kn over the group ring
ZΓ. The differentials ∂n : Cn(X) → Cn−1(X) in the cellular chain complex are by
definition the boundary homomorphisms in the long exact homology sequence of the
triple (Xn, Xn−1, Xn−2) and hence are Γ-equivariant by naturality. It follows that
C•(X) is a chain complex of finite rank free left ZΓ-modules.

Definition 6.1.1. The `2-chain complex of X is the `2-completion

C
(2)
• (X) := `2Γ⊗ZΓ C•(X).

Here we consider `2Γ, the Hilbert space of square integrable complex valued
functions on Γ, as a CΓ-ZΓ-bimodule. Choosing bases of C•(X) in each degree, we
obtain an isomorphism C

(2)
n (X) ∼= (`2Γ)kn from which we transport a well-defined

inner product to C
(2)
n (X). Hence C

(2)
n (X) is a Hilbert space with a left Γ-action by

unitaries and the `2-differentials d(2)
n = id`2Γ⊗∂n are bounded Γ-equivariant operators

since they can be realized by right multiplication with matrices over ZΓ after choosing
bases of C•(X).

Definition 6.1.2. The nth `2-homology of X is given by

H(2)
n (X) := ker d(2)

n / im d
(2)
n+1.

Here the bar denotes the closure in the Hilbert space. The quotient H
(2)
n (X)

can be canonically identified with the orthogonal complement of im d
(2)
n+1 in ker d

(2)
n

and thus is (isomorphic to) a closed Γ-invariant subspace of (`2Γ)kn . Of course, we
now want to define the nth `2-Betti number of X as the “equivariant dimension” of
that subspace, pending a useful definition of “equivariant dimension”. Instead of
“equivariant dimension”, it would be enough to have an “equivariant trace” available
because we can then simply define dimension of an invariant subspace as the trace
of the orthogonal projection onto that subspace. Moreover, once we defined a trace
on equivariant bounded operators on `2Γ, we can extend it diagonally to equivariant
operators on (`2Γ)k for any k. The key to defining the trace of Γ-operators on `2Γ

is the observation that `2Γ comes with a canonical cyclic vector for the action of Γ,
namely the function δ ∈ `2Γ with value one on the unit element 1 ∈ Γ and zero on
any non-trivial g ∈ Γ. We define the trace as the corresponding matrix coefficient.

Definition 6.1.3. The von Neumann trace of a bounded Γ-operator T on `2Γ is

trΓ(T ) := 〈δ, T δ〉.

We agree that the inner product is anti-linear in the first and linear in the second
variable. The trace property trΓ(TS) = trΓ(ST ) is easily verified if T and S lie
in the image ρ(CΓ) of the right regular representation ρ of CΓ on `2Γ, and the
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trace property remains true by continuity on the weak closure R(Γ) of ρ(CΓ) in
the bounded operators B(`2Γ). By von Neumann’s bicommutant theorem [Arv76,
Theorem 1.2.1] or [Kam19, Theorem 2.19], R(Γ) can equivalently be defined as the
bicommutant (commutant of the commutant) R(Γ) = (ρ(CΓ))′′. Such weakly closed
unital ∗-algebras of bounded operators are also known as von Neumann algebras, so
the trace trΓ is in fact defined on the group von Neumann algebra R(Γ), whence the
name. A characteristic property of von Neumann algebras is that they contain many
orthogonal projections. In particular, the group von Neumann algebra R(Γ) contains
all orthogonal projections prU onto closed Γ-invariant subspaces U ⊂ `2Γ.

Definition 6.1.4. The von Neumann dimension of a closed Γ-invariant subspace
U ⊂ (`2Γ)k is given by

dimΓ U = trΓ prU ∈ [0, k].

Now we are finally in shape to define `2-Betti numbers of a free Γ-CW complex
X with cocompact skeleta as von Neumann dimension of `2-homology.

Definition 6.1.5. The nth `2-Betti number of X is b(2)
n (X) := dimΓ H

(2)
n (X).

6.2. Some properties of `2-Betti numbers

`2-Betti numbers have a variety of remarkable properties of which we shall present
only three in this section to give you an indication of their strength and usefulness.

`2-Betti numbers are homotopy invariants. If two Γ-CW complexes X and Y as
above are Γ-homotopy equivalent, then b(2)

n (X) = b
(2)
n (Y ) for all n ≥ 0. This is more

or less apparent because a Γ-homotopy equivalence can be made cellular by cellular
approximation, hence it induces a chain homotopy equivalence C•(X) ' C•(Y ) which
we can complete to a chain homotopy equivalence C

(2)
• (X) ' C

(2)
• (Y ). As an outcome,

we can define `2-Betti numbers of groups. Recall that a classifying space EΓ of a
group Γ is a contractible free Γ-CW complex. Classifying spaces always exist and
are unique up to Γ-homotopy equivalence. If Γ is of type F∞, meaning there exists a
model for EΓ with cocompact skeleta, we can thus agree on the following definition.

Definition 6.2.1. Suppose the group Γ has a classifying space EΓ with cocompact
skeleta. Then the nth `2-Betti number of Γ is given by

b(2)
n (Γ) = b(2)

n (EΓ).

Accepting a somewhat technical detour, one can define `2-Betti numbers of groups
without the type F∞ assumption but actually many geometrically relevant groups
have type F∞, including fundamental groups of finite volume hyperbolic manifolds or,
more generally, of finite volume locally symmetric spaces. Another useful remark is
that one can equivalently define b(2)

n (Γ) := b(2)(EΓ) where EΓ denotes the classifying
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space for proper actions. Typically, there exist simpler models for EΓ than for EΓ

[Lüc05].

Euler characteristic. The Euler characteristic of a finite CW complex can be
computed by the alternating sum of ordinary Betti numbers. Virtually the same
proof shows that it can also be computed by the alternating sum of `2-Betti numbers
of the universal covering. In our setting, this means

(6.1) χ(Γ\X) =
∑
n≥0

(−1)nb(2)
n (X)

for every free cocompact Γ-CW complex X. So if the easily computed Euler char-
acteristic (just count the cells) is non-zero, this detects that there exists non-trivial
`2-homology in some degree which is often not so easily established directly.

Lück approximation. Apart from the Euler characteristic identity, there is another
more subtle asymptotic relationship between `2-Betti numbers b(2)

n ( · ) and ordinary
Betti numbers bn( · ). Suppose the countable group Γ is residually finite, meaning
there exists a residual chain Γ = Γ0 ≥ Γ1 ≥ Γ2 ≥ · · · consisting of finite-index normal
subgroups Γi E Γ such that

⋂
i Γi = {1}. Again we consider a free Γ-CW complex

X with cocompact skeleta. One can consider the finite group actions Γ/Γi y Γi\X
as an approximation of the action Γ y X. It is not hard to see that for these finite
group actions, we have b(2)

n (Γi\X) = bn(Γi\X)
[Γ:Γi]

. One may hope that `2-Betti numbers
are “continuous” with respect to such an approximation and Lück’s approximation
theorem reveals that this is indeed the case.

Theorem 6.2.2 ([Lüc94]). We have

b(2)
n (X) = lim

i→∞

bn(Γi\X)

[Γ : Γi]
.

So remarkably, the limit is independent of the chosen residual chain. Existence
of a residual chain is not guaranteed and in fact is equivalent to residual finiteness
of the group (see above). Fundamental groups of 3-manifolds are residually finite
[Hem87, Ago13], and so are finitely generated linear groups which includes lattices
in semisimple Lie groups with finite center [Mal40]. Of course every infinite simple
group, for example a Burger–Mozes group [BM00], is a non-example.

6.3. Relevance of `2-Betti numbers

`2-Betti numbers have proven to be relevant in numerous contexts of which we
shall only name three, corresponding to the three properties presented above.

ME proportionality. Though we have introduced `2-Betti numbers by means of
an algebraic topology definition, they exhibit a surprising proportionality property
from the view point of measured group theory.
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Theorem 6.3.1 ([Gab02]). Let G be a locally compact group with Haar measure
µ and let Γ,Λ ≤ G be lattices. Then for all n ≥ 0, we have

b
(2)
n (Γ)

µ(G/Γ)
=

b
(2)
n (Λ)

µ(G/Λ)
.

Here the Haar measure µ induces aG-invariant measure onG/Γ andG/Λ. Already
the immediate corollary that lattices in the same locally compact group have vanishing
or non-vanishing `2-Betti numbers in the same degrees could not really be anticipated
because cocompact and non-cocompact lattices in the same group G behave quite
differently in many other aspects. In fact, Gaboriau showed more generally that the
`2-Betti numbers of measure equivalent groups obey a similar proportionality law.
Since all infinite amenable groups form a single measure equivalence class by a famous
theorem of Ornstein–Weiss [OW80], they all have vanishing `2-homology because
b
(2)
n (Z) = 0 for all n ≥ 0. This result was previously obtained by Cheeger and Gromov
[CG86]. So `2-Betti numbers can potentially be used to detect non-amenability of
groups.

Euler characteristic and simplicial volume. Since we have now defined all the
necessary tools, let us repeat that `2-Betti numbers provide a possible proof strategy
for Gromov’s question 5.1.2. The question asks whether for a closed connected oriented
aspherical manifold M , vanishing simplicial volume ‖M‖ = 0 implies vanishing Euler
characteristic χ(M) = 0. By Proposition 5.4.4, the integral foliated simplicial volumeM satisfies

M ≥ b
(2)
n (M̃) for all n ≥ 0, and by (6.1) we have χ(M) = 0 if

b
(2)
n (M̃) = 0 for all n ≥ 0. Hence:

If Question 5.4.6 has an affirmative answer, then so does Question 5.1.2.
See also Chapter 5, Section 5.4.

Homology growth. Lück’s approximation theorem applied to the classifying space
of a type F∞ residually finite group Γ shows that

b(2)
n (Γ) = lim

i→∞

bn(Γi)

[Γ : Γi]

for every residual chain (Γi)i. This shows that if b(2)
n (Γ) > 0, then the rank of

the free part of the homology Hn(Γi;Z) must have linear asymptotic growth with
respect to the index [Γ : Γi] and the asymptotic proportionality constant is precisely
b
(2)
n (Γ). So `2-Betti numbers capture free homology growth along residual chains.
This raises the question whether there might be another `2-invariant which informs
about torsion growth in homology, in particular in the situation when all `2-Betti
numbers vanish. For certain arithmetic groups Γ, this question has been studied in
detail by Bergeron–Venkatesh [BV13] for various coefficient systems and also for
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certain chains of non-normal subgroups. A quick introduction to their work can
be found in [Kam19, Section 6.6]. Conjecturally, exponential torsion growth in
homology should occur if and only if the `2-torsion ρ(2)(Γ) is positive. We refer the
reader interested in the general theory of `2-torsion to [Lüc02, Chapter 3] and to
[Kam19, Chapter 6] which emphasises the homology growth viewpoint. Interestingly,
integral foliated simplicial volume and hence also stable integral simplicial volume
is known to provide upper bounds for both free and torsion homology growth along
general finite coverings (regular or not) of general closed manifolds (aspherical or not)
as is proven in [FLPS16, Theorem 1.6].



Part 2

Bounded cohomology





CHAPTER 7

STABLE COMMUTATOR LENGTH
NICOLAUS HEUER

What is . . . stable commutator length? It is a real invariant which – just like any
good group invariant – has several incarnations within mathematics. Indeed, I will
give three different equivalent definitions of stable commutator length (from here on:
scl), with some having a more topological, some a more algebraic and some a more
analytic flavour.

This allows us to interconnect several mathematical invariants and fields. We
shall see, for example, how invariants from computer science, dynamical systems, and
graph theory may be used to construct interesting simplicial volumes – via scl, of
course.

The aim of this article is to give a curated overview over the different areas in
stable commutator length, mostly due to personal taste1. The question “What is
. . . scl?” has been answered before by none less than Danny Calegari himself both in
a short survey [Cal08] and in an extensive monograph [Cal09a]. The latter is the
main reference for this introduction.

1and limited knowledge!
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7.1. Three ways to stumble upon scl

There are three different categories in which to stumble upon scl: algebraically,
topologically and analytically, yielding three different definitions of scl. In every case
we will use the definition to compute the same invariant: The stable commutator
length of a commutator in the free group.

7.1.1. scl via Commutators. Let G be a group. Recall that a commutator
is the expression [x, y] = xyx−1y−1 for x, y ∈ G. The group generated by all
commutators is called the commutator subgroup, denoted by [G,G]. For an element
g ∈ [G,G] the commutator length clG(g) measures how many commutators are needed
to realise g as a product, i.e.

clG(g) := min{n | ∃xi, yi ∈ G : g = [x1, y1] · · · [xn, yn]}.

Definition 7.1.1 (scl algebraically). Let g ∈ G be an element in a group. If
g ∈ [G,G] lies in the commutator subgroup, we define the stable commutator length
of g in G as

sclG(g) := lim
n→∞

clG(gn)

n
.

If some power gN lies in the commutator subgroup, we set sclG(g) := sclG(gN )
N . If no

power of g lies in the commutator subgroup we set sclG(g) :=∞.

Commutator length is easily seen to be subadditive and thus the defining limit
exists.

Example 7.1.2 (Commutators in free groups). Let F = F (a, b) be the free
group with free generating set {a, b}. Then clF ([a, b]) = 1 (as [a, b] is a non-trivial
commutator), clF ([a, b]2) = 2 (as [a, b]2 is not a commutator) and clF ([a, b]3) = 2 (as
scl is surprising and interesting 2).

2If you don’t believe me, here is one way to see this: [a, b]3 = [aBA, a2BAb][BAb, B2], where A = a−1

and B = b−1.
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More generally, Culler [Cul81] found that clF ([a, b]n) = bn2 c + 1. Taking the
limit we see that

sclF ([a, b]) =
1

2
.

7.1.2. scl via Surfaces. Let X be a topological space with a loop γ : S1 → X.
A natural measure for the complexity of γ is the complexity of a surface Σ needed to
fill γ.

So what do we mean by filling a loop? We mean that there is a map Φ: Σ→ X

such that the boundary ∂Σ maps to X and factors through γ via a map ∂Φ: ∂Σ→ S1,
i.e. such that the diagram

∂Σ

∂Φ
��

i
// Σ

Φ
��

S1
γ
// X

commutes. The degree of ∂Φ will be denoted by n(Σ,Φ). We will call such surfaces
admissible.

By complexity we mean – of course – the Euler characteristic of the surface,
except that we only consider non-spherical components. That is, we define χ−(Σ) :=∑n

i=1 min{0, χ(Σi)}, where Σi are the connected components of Σ. Finally we define:

Definition 7.1.3 (scl topologically). Let γ : S1 → X be a loop in a topological
space X. If there is no admissible surface to γ we set sclX(γ) :=∞. Else, we set

sclX

(∑
γ
)

:= inf
Σ

1

2
· −χ

−(Σ)

n(Σ,Φ)

where the infimum ranges over all admissible surfaces with non-zero degree n(Σ,Φ).

Example 7.1.4. Consider as a topological space X a torus with a disk removed.
Let γ : S1 → X be the boundary loop of that disk. Then, the space X itself is a
surface Σ with boundary and the identity map has degree 1. Note that Σ has genus
one and one boundary component and thus χ−(Σ) = −1. We thus estimate:

sclX(γ) ≤ 1

2
· −χ

−(Σ)

n(Σ, id)
=

1

2
.

We note that the fundamental group of X is the free group on two generators a and b
(for example the meridian and longitude) and that γ corresponds to the commutator
[a, b] in the fundamental group.

7.1.3. scl via Quasimorphisms. Let G be a group and let g ∈ G be an
element. One of the few objects one may compute (in the Turing sense) from a given
presentation are its homomorphisms G→ R. This, however, is rather limiting: We
are not able to see any element g ∈ [G,G] in its abelian quotients.
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We could of course ask for different target groups, for example by studying G via
its finite quotients. We will take a slightly different approach and instead generalise
the type of morphisms to R. This is one way to motivate the following:

Definition 7.1.5 (Quasimorphisms). A quasimorphism is a map φ : G→ R such
that there is a constant D, such that for all g, h ∈ G, |φ(g) +φ(h)−φ(gh)| ≤ D. The
infimum of all such D is called the defect of φ and denoted by D(φ).

Observe that a map φ is a quasimorphism with D(φ) = 0 if and only if it is a
homomorphism. Quasimorphisms form a vector space under pointwise addition and
scalar multiplication. The space of such quasimorphisms is enormous: Indeed, any
bounded function and any homomorphism is a quasimorphism. Quasimorphisms
which lie in the vectorspace of those maps will be called trivial quasimorphisms. We
may get rid of bounded maps by only considering homogeneous quasimorphisms, i.e.
those quasimorphisms which additionally satisfy that φ(gn) = n · φ(g) for all n ∈ Z
and g ∈ G. It may be seen3 that every quasimorphism has a unique homogeneous
quasimorphism in bounded distance. Homogeneous quasimorphisms have some
interesting properties, for example φ(g) = φ(hgh−1) for all g, h ∈ G.

Fix an element g ∈ [G,G]. We may see that for any quasimorphism φ, we may
bound φ(g) uniformly in terms of D(φ) and cl(g): For example for any commutator
[x, y] we can write |φ([x, y])| ≤ |φ(x) + φ(y) + φ(x−1) + φ(y−1)|+ 3D(φ) ≤ 5D(φ) by
successively applying the definition of quasimorphisms. On the other hand, if g ∈ G
is such that there is some homomorphism φ : G → R with φ(g) > 0, then we may
never bound φ(g) just in terms of D(φ), since we may arbitrarily scale up φ. We thus
consider the following:

Definition 7.1.6 (scl via Quasimorphisms; [Bav91]). Let G be a group and let
g ∈ G be an element. Then

sclqmG (g) := sup
φ

1

2
· φ(g)

D(φ)
,

where the supremum ranges over all homogeneous quasimorphisms φ : G→ R with
defect D(φ).

Example 7.1.7 (Brooks Quasimorphisms). Let F = F (a, b) be the non-abelian
free group with free generating set {a, b}. We will also write A for a−1 and B for b−1.
Fix a word x ∈ F . We denote by νx : F → N the map that associates to a word w
the largest number of times x is a subword of w, i.e. the maximum of all n such that

w = w0 · x · w1 · · ·wn−1 · x · wn
3Consider for a quasimorphism φ : G→ R the map φ̄(g) := limn→∞

φ(gn)
n

, called the homogenization
of φ. We have that φ̄ is a quasimorphism and D(φ̄) ≤ 2 ·D(φ) [Cal09a, Lemma 2.21].



7.1. THREE WAYS TO STUMBLE UPON scl 67

for appropriate wi and where this expression is reduced. We define φx : F → Z via
φx(w) 7→ νx(w)− νx−1(w). It turns out that φx is a quasimorphism with D(φx) ≤ 3,
called Brooks quasimorphism. Those maps were originally introduced by Brooks
[Bro81] to show that the space of quasimorphisms on the free group is infinite-
dimensional.

Consider the element [a, b] ∈ F . It may be seen [Heu19c, Section 2.4] that
φ := φab − φba satisfies D(φ) = 1 and the associated homogeneous quasimorphism φ̄

satisfies D(φ̄) = 2. Moreover one may compute that φ̄([a, b]) = 2.
Putting things together we estimate:

sclqmF ([a, b]) ≥ 1

2
· φ̄([a, b])

D(φ̄)
=

1

2
.

Quasimorphisms (and thus stable commutator length) are directly related to
bounded cohomology as follows (see Chapter 8 for more details):

Proposition 7.1.8. Let G be a group. The vector space of quasimorphisms
G→ R modulo the vector space of trivial quasimorphisms is in a 1-1 correspondence
to ker(c2), the kernel of the comparison map c2 : H2

b(G;R)→ H2(G;R).

7.1.4. Wrapping things up: equivalence of definitions. Of course, all of
the Definitions 7.1.1, 7.1.3, and 7.1.6 of stable commutator length are equivalent!

Theorem 7.1.9 (Calegari [Cal09a, Proposition 2.10] and Bavard [Bav91]). Let
X be a topological space with fundamental group G and let γ : S1 → X be a loop
corresponding to the element g ∈ G. Then

sclX(γ) = sclG(g) = sclqmG (g).

Thus Examples 7.1.2, 7.1.4 and 7.1.7 computed and estimated exactly the same
fact, namely that the stable commutator length of a commutator in the non-abelian
free group on two generators is 1

2 . Note the different nature of the invariants involved:
sclX is an infimum, sclG is a limit and sclqmG is a supremum. It turns out that the
infimum in sclX is only sometimes achieved, while the supremum in sclqmG is always
achieved. The quasimorphisms which achieve this supremum are also called extremal
quasimorphisms.

Since all definitions are equivalent we will now only study scl on groups. We also
note that scl generalises to formal sums of elements, called chains.

We collect some basic properties:

Proposition 7.1.10 (Monotonicity). For any homomorphism Φ: G→ H between
two groups we have that sclG(g) ≥ sclH(Φ(g)) for all g ∈ G. From this we see that
scl is invariant under automorphisms, and invariant under retractions.
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Proposition 7.1.11 (Finite-Index Subgroups). If H < G is a normal finite-index
subgroup and h ∈ H, then we may compute sclH(h) in terms of sclG as follows:

sclH(h) =
1

[G : H]
· sclG

 ∑
aH∈G/H

aha−1

 .

7.2. Vanishing, Gaps and Lions

So: What is stable commutator length? After having seen three equivalent
definitions we will explore scl on finitely presented groups.

Martin Bridson [Bri06, Figure 1] charted the landscape of finitely presented
groups by means of their large scale geometry. Starting from Z, one may explore
finitely presented groups in two very different directions: One may follow the amenable
path, passing by (in increasing difficulty) the abelian, nilpotent, polycyclic and
solvable groups. One may also wander off in the directions of groups of negative (or
non-positive) curvature, passing by free, hyperbolic, semi-hyperbolic, CAT(0) and
acylindrically hyperbolic groups.

The limits of exploring finitely presented groups are embodied by Lions: as the
workings of any Turing machine may be encoded in a finitely presented group, and as
basic questions of Turing machines are undecidable, there is no hope of understanding
or computing meaningful invariants from arbitrary finitely presented groups.

We will see that scl respects this landscape: Either scl vanishes on the whole
group (in the amenable case), or scl of a group may be uniformly bounded from below
(for groups with non-positive curvature). And we will see that also scl cannot tame
the Lions, though there has been some progress by cornering them to right-computable
numbers (Theorem 7.3.3).

7.2.1. Vanishing. Stable commutator length vanishes for any group with trivial
real second bounded cohomology. This implies that sclG(g) = 0 for any amenable
group G and g ∈ G. This is a huge class of groups, encompassing, for example, all
solvable groups. Besides this some other vanishing results are known, for example for
subgroups of piecewise linear transformations of the interval [Cal07].

7.2.2. Gaps. In contrast, many classes of non-positively curved groups have a
gap in stable commutator length. A group G is said to have such a spectral gap, if
there is a constant C > 0 such that for any element g ∈ G either sclG(g) = 0 or
sclG(g) ≥ C. The largest C is called the optimal gap and denoted by CG. Typically,
one may also control the elements which satisfy sclG(g) = 0 and we say that G has
a strong gap if the only element satisfying sclG(g) = 0 is the identity. We will see
that all groups satisfy CG ≤ 1

2 and that a gap of 1
2 is obtained for a large class of

non-positively curved groups such as free groups and right-angled Artin groups.
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Why might such a gap be useful? It allows us to obstruct and bound subgroups
as follows: Suppose that H < G is a subgroup of G and that G has a strong scl

gap CG. It follows from the monotonicity (Proposition 7.1.10) that also H has a
strong scl gap and that CH ≥ CG. Thus, a group G with a strong gap of CG = 1

2

only has subgroups with strong gaps CH = 1
2 . This may be seen as some crude

algebraic Tits alternative. Moreover, if H < G is a finite-index subgroup, and H has
a gap C̃H for chains, by the index formula (Proposition 7.1.11) we may estimate that
C̃H ≤ 1

[G:H] C̃G. This allows one to estimate the indices of subgroups.
We list some notable results on scl gaps:

Theorem 7.2.1. We have spectral gaps in the following cases:

(1) Any Gromov hyperbolic group [CF10, Theorem A], though this gap is not
uniform. An element g has sclG(g) = 0 if and only if gn is conjugate to g−n

for some n ∈ Z+.
(2) Any finite-index subgroup of the mapping class group MCG(Σ) of a possibly

punctured closed orientable surface Σ [BBF16, Theorem B]. There is a
similar characterization for elements with vanishing scl.

(3) The fundamental group of any 3-manifold [CH19, Theorem C].
(4) Any (subgroup of a) RAAG, in particular any special group, even has a

strong gap of precisely 1
2 [Heu19c]. See also [FFT19] and [FST20].

(5) Elements in free and certain amalgamated free products which do not conju-
gate into vertex groups [CFL16, Che18].

(6) Elements in graph products which do not conjugate into vertex groups
[CH20b].

7.2.3. Lions. Beyond the realms of amenability and hyperbolicity lie the Lions,
the groups impossible to slay by means of Turing machines. Given a finitely presented
group and an element g ∈ G it is undecidable if sclG(g) = 0 or even if sclG(g) ≤ C
for any positive real number C.4 However, we may somewhat corner the Lions (i.e.
arbitrary finitely presented groups): We will see (Theorem 7.3.3) that the scls of
finitely presented groups are always right-computable.

4Here is one way to see this: For a finitely presented group G and an element g ∈ G we will
construct an element g̃ in a group G̃ such that sclG̃(g̃) = 0 if and only if g is trivial in G and
sclG̃(g̃) = 1

2
, else. We may assume that g is infinite torsion by replacing g by g1g2 ∈ G1 ? G2 in

G1 ? G2, where both gi and Gi for i ∈ {1, 2} are a copy of g and G respectively. We may then
observe that g̃ = [g, t] ∈ G ? 〈t〉 := G̃ is trivial if and only if g is trivial in G and that sclG̃(g̃) = 1

2
,

using the work of Chen [Che18]. Thus, for any C > 0 we see that scl(g̃N(C)) < C if and only if g is
trivial, where N(C) = 2 ∗ dCe. Thus computing scl is as undecidable as the word problem.
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Figure 7.1. Histogram of scl of 50’000 random words of length 24 in
[F2, F2] using scallop [CW09]

7.3. Spectrum

We now explore the spectrum of scl for a given group or class of groups, i.e. the
set sclG(G) ⊂ R≥0. We will start with the free group. Calegari [Cal09b] found an
algorithm5 to compute scl on free groups. The algorithm showed that scl is rational on
free groups. The algorithm also allowed for computer experiments on the distribution
of scl of random elements, which revealed a striking distribution; see Figure 7.1.6

I emphasise that the only thing known about this figure is that scl ≥ 1/2 and scl

is rational - that’s it! By merely looking at this figure we may make two educated
guesses (if not conjectures): The spectrum gets very sparse to the left, i.e. there seems
to be a second gap in scl7 , and scl seems to be much more frequent on elements with
low denominator, in particular the frequency of p/(2q) seems to be proportional to
q−d for d ∼ 2. A statistical analysis of this phenomenon may be found in [CH20b,
Section 7.3].

One may generalise rationality of scl to certain free products [Che18] and to
certain amalgamated free products and HNN extensions, including Baumslag–Solitar
groups [Sus15, Che20].

Besides free groups, very little is known about the spectrum of scl for other
hyperbolic groups. It is unknown if scl is rational in surface groups, besides for
certain elements [FM20].

Which other values may scl take? A big source of examples comes from circle
actions. There is a well established connection between circle actions and bounded
cohomology due to Ghys [Ghy01]. Given a group G with an action on the circle
ρ : G → Homeo+(S1), this action allows us to cyclically extend G via the Euler

5by the name of scallop, which has been implemented by Alden Walker [CW09]. It may be
downloaded on Github, is very fast, and very interesting to play around with!
6The dataset of the 50.000 random scls and the (Python) code to generate this figure may be found
at nicolausheuer.com/code.html
7formally: there seems to be no g ∈ F such that 1/2 < sclF (g) < 7/12
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class associated to ρ8 to a group G̃. Then the action ρ on G lifts to an action
ρ̃ : G̃→ Homeo+

Z (R), the group of orientation preserving homomorphisms φ : R→ R
of the reals which commute with the integers, i.e. such that φ(x+ n) = φ(x) + n for
all x ∈ R and n ∈ Z. We define the rotation number of such φ via:

rot : φ 7−→ lim
n→∞

φn(0)

n
.

A key insight is that rot : Homeo+
Z (R) → R is a homogeneous quasimorphism of

defect 1, which hence defines a quasimorphism on G̃ by pulling rot back via ρ̃. We
have:

Theorem 7.3.1 (scl and rotation number; [Cal09a, Section 5]). Let G be a perfect
group which satisfies sclG(G) = 0 and which admits a non-trivial action ρ : G→ S1

on the circle. Then for any element g̃ ∈ G̃ in the central extension of G associated to
the Euler class of ρ we have that

sclG̃ : g̃ 7−→ |rot(g̃)|
2

,

where rot is the rotation number of g̃.

Note that this already shows that sclHomeo+
Z (R)(Homeo+

Z (R)) = R≥0. Rotation
number has been well studied for several groups acting on the circle. An interesting
example of groups with vanishing scl is the group of piecewise linear transformations
of the interval as seen in Section 7.2.

For example using Thompson’s Group T in Theorem 7.3.1 one constructs a finitely
presented group whose scl spectrum is exactly Q≥0 [Cal09a, Remark 5.20]. Zhuang
used the Stein-Thompson’s Groups to give the first example of finitely presented
groups which have non-rational scl.

Theorem 7.3.2 ([Zhu08]). There are finitely presented groups which have tran-
scendental stable commutator lengths.

All of the stable commutator lengths he constructed are a quotient of logarithms,
e.g. log(3)/ log(2). Such numbers are either rational or transcendental. It is unknown
if there are finitely presented groups which admit scls which are algebraic and not
rational. I also mention that, using a connection to the fractional stability number of
graphs, one may construct groups with exotic spectrum, such as groups which have a
gap but are eventually dense [CH20b, Theorem I, J].

More is known by considering recursively presented groups. These are all finitely
generated subgroups of a finitely presented group. Note that the set of recursively
presented groups is countable, and thus so is the set of scls on it. It is possible to
characterize the set of scls on this class of groups by their computability.

8An introduction to this may be found in [BFH16]
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Theorem 7.3.3 ([Heu19b, Theorem A]). The set of stable commutator lengths on
recursively presented groups equals the set of non-negative right-computable numbers.

A non-negative real number α is called right-computable if there is a Turing
machine T which for any i ∈ N returns a rational number T (i) ≥ 0 such that
T (i+ 1) ≤ T (i) for all i ∈ N and α = limi→∞ T (i).

7.4. Relationship to simplicial volume

One application of stable commutator length is to construct manifolds with
controlled simplicial volume.

Theorem 7.4.1 ([HL21, Theorem F]). Let G be a finitely presented group such
that H2(G;R) ∼= 0. Then for any g ∈ [G,G] there is an orientable closed connected
manifold M such that

‖M‖ = 48 · sclG(g),

where ‖M‖ denotes the simplicial volume of M .

We may use this theorem to translate the spectral results for scl known from
Section 7.3 to the simplicial volume of manifolds. Using such techniques we see:

Theorem 7.4.2 ([HL21, HL20b, HL20a]).

(1) The set of simplicial volumes of oriented closed connected n-manifolds is
dense in R≥0 for all n ≥ 4.

(2) Every rational is the simplicial volume of an oriented closed cconnected
4-manifold. Moreover, there is a sequence Mi of oriented closed connected 4-
manifolds such that ‖Mi‖ → 0 and such that ‖Mi‖ are all linearly independent
over the algebraic numbers and in particular transcendental.

(3) The set of locally finite simplicial volumes of oriented connected open n-
manifolds is R≥0 for any n ≥ 4.

7.5. Open Questions in scl

I end this article by listing some open questions about stable commutator length.

(1) What are extremal quasimorphisms for arbitrary elements of the free group?
(2) Is there a second gap of scl in non-abelian free groups F , i.e. are there no

elements g ∈ F such that 1
2 ≤ sclF (g) ≤ 7

12?
(3) Is there a finitely presented group which has algebraic but not rational

values of scl? Is the set of scls on finitely presented groups the set of
right-computable numbers?

(4) Is scl rational on surface groups? If yes, is this rationality achieved using
extremal surfaces? What about scl on Gromov hyperbolic groups?
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This is, at least qualitatively, related to Gromov’s Question: Does every
one-ended hyperbolic group contain a surface subgroup?

(5) In the free group: is there a connection to the primitivity rank in free groups?
Recall that for an element w ∈ F in a free group F the primitivity rank is
defined as π(w) = min{rk(H)} where H < F runs over all subgroups of F
such that w ∈ H is not primitive in H. It was shown that the primitivity
rank plays a crucial role in understanding the geometry of its associated
one-relator subgroup [LW18]. It was conjectured [Heu19a, Conjecture
6.3.2] that for all w ∈ F , scl(w) ≥ π(w)−1

2 . This would generalise the gap for
elements in free groups. This conjecture has been verified for all words up
to length 16 in free groups [CH20a].





CHAPTER 8

QUASIMORPHISMS ON
NEGATIVELY CURVED GROUPS

BIAO MA

As we have learned from Chapter 7, quasimorphisms on a group are homomor-
phisms from the group to the additive group of real numbers up to bounded errors.
They play an important role in understanding both stable commutator length and
second bounded cohomology. A central problem is to construct non-trivial quasimor-
phisms. It turns out that, by generalizing Brooks’s construction for quasimorphisms
on free groups, one can construct non-trivial quasimorphisms for many groups that
share enough features of negative curvature. Examples of such groups include hy-
perbolic groups and mapping class groups. All such constructions are based on
group actions on hyperbolic metric spaces and they can be unified via introducing a
geometric condition on actions, namely, weak proper discontinuity (WPD).

In this chapter, we will talk about quasimorphisms on groups from the viewpoint
of group actions. We will follow Bestvina–Fujiwara [BF02], but presented in a
heuristic way.

Contents
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8.1. Bounded cohomology and quasimorphisms

In this section, we give an introduction to (bounded) cohomology and quasimor-
phisms of the discrete group G. Our approach towards (bounded) group cohomology
is via the bar resolution (Definition 14); since the homogeneous one will not appear,
we denote it simply by (C•(b)(G,R), δ•). Recall that the inclusions Cn(G)→ Cn

b (G)

induce maps in cohomology cn : Hn
b (G) → Hn(G), called comparison maps. When

n = 0, the comparison map is the identity, and when n = 1 it is the zero map, so we
only consider n ≥ 2. The comparison maps cn carry geometric information on the
group G. For example, the comparison map c2 : H2

b(G,V )→ H2(G,V ) is surjective
for any bounded G-module V if and only if G is hyperbolic (see [Min02], this is
Theorem 17).

We now focus on the kernel of the comparison map c2, which was already
mentioned in Proposition 7.1.8. We first recall the definition of quasimorphisms on a
group (see [Gro82]). A quasimorphism on a group G is intuitively a homomorphism
from G to (R,+), up to a bounded error. To be more precise:

Definition 8.1.1. Let G be a group, a function φ : G→ R is called a quasimor-
phism if there exists a number D(φ) ≥ 0 such that, for any two elements g1 and g2

in G, we have |φ(g1g2)− φ(g1)− φ(g2)| ≤ D(φ).

Let L(G) denote the space of all quasimorphisms on G. Since bounded functions
are at a bounded distance from the trivial homomorphism, we are going to ignore
them. Namely, if BD(G) is the subspace of bounded functions on G, then we will
consider the quotient space QH(G) defined by QH(G) = L(G)/BD(G). Non-trivial
elements in QH(G) are called non-trivial quasimorphisms on G. There is also a
subspace that is quite interesting but undetectable by the comparison map, namely
H1(G) = Hom(G,R). All facts mentioned above can be summarized in an exact
sequence.

Proposition 8.1.2. The following sequence is exact:

0 −→ H1(G) −→ QH(G) −→ H2
b(G)

c2−→ H2(G).

Remark 8.1.3. Some authors define trivial quasimorphisms to be those that
are at a bounded distance from a homomorphism. This is the case for instance
in [Cal08, Fri17], and in Chapters 7 and 9. Since [BF02] is the main reference
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for this chapter, we use their definition instead, according to which an unbounded
homomorphism is a non-trivial quasimorphism. Note however that if G is finitely
generated (or more generally if its abelianization is finitely generated), then the
space of homomorphisms G→ R is finite-dimensional. So if the space of non-trivial
quasimorphisms of G is infinite-dimensional according to one definition, it is also
infinite-dimensional according to the other.

We end this section with examples on groups with some results concerning
comparison maps in degree 2.

Example 8.1.4. • (Gromov [Gro82]) IfG is amenable, then c2 is injective.
This is a special case of Theorem 18.
• (Burger–Monod [BM99]) If G is a cocompact irreducible lattice in a semisim-
ple Lie group of higher rank, then c2 is injective.
• (Brooks [Bro81]) If G is a free group of rank at least 2, then c2 is not
injective. In fact, the kernel of c2 is uncountably-dimensional.

8.2. Hyperbolic groups and mapping class groups

As mentioned in the introduction, all constructions that we are going to talk
about are based on group actions on hyperbolic spaces. We shortly recall some
properties of hyperbolic metric spaces, hyperbolic groups and mapping class groups
of surfaces of finite type.

8.2.1. Hyperbolic metric spaces. A metric space (X, dX) is called geodesic
if for any two points p and q, there exists a geodesic γ in X, that is, an isometric
embedding from the interval [0, dX(p, q)] of the real line to X, connecting p to q.
Examples of geodesic metric spaces are given by connected graphs (not necessarily
locally finite) where edges are assigned length one. For any two points p and q in X,
we will use [p, q] to denote any geodesic connecting p and q. Let δ ≥ 0; a geodesic
metric space X is called δ-hyperbolic if for every geodesic triangle ∆ = ∆(p, q, r), any
one side [p, q] of ∆ is contained in the δ-neighbourhood Nδ([p, r]

⋃
[q, r]) of the union

of the two other sides [p, r] and [q, r]. A geodesic metric space is called hyperbolic if it
is δ−hyperbolic for some δ ≥ 0. Examples of hyperbolic metric spaces include metric
trees and n-dimensional hyperbolic space Hn. The Euclidean plane provides a typical
example of non-hyperbolic metric space. An isometry of a metric space (X, dX) is a
self-homeomorphism φ of X preserving the distance dX . If X is a hyperbolic space,
then there are three types of isometries of X: elliptic, parabolic and hyperbolic. For
our purpose, we only consider here hyperbolic ones. In the following definition, the
ring of integers Z is equipped with the induced distance from the ordinary distance
on R and we recall that a map φ : (X, dX) −→ (Y, dY ) between two metric spaces is
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called a quasi-isometric embedding if for some K ≥ 1 and L ≥ 0,
1

K
dX(x, y)− L ≤ dY (φ(x), φ(y)) ≤ KdX(x, y) + L, for all x, y ∈ X.

Definition 8.2.1 (See [Gro87]). Let (X, dX) be a hyperbolic metric space and
x0 be a base point in X. An isometry γ of (X, dX) is called hyperbolic if the orbit
map Z→ X : n 7→ γn · x0 is a quasi-isometric embedding.

Hyperbolic isometries are generalisations of hyperbolic isometries in classical
hyperbolic geometry. In hyperbolic geometry, every hyperbolic isometry preserves a
geodesic line. It is no longer true for general δ-hyperbolic metric spaces. Nevertheless
according to the above definition, every hyperbolic isometry of a δ-hyperbolic metric
space preserves a quasi-geodesic line which will be called a quasi-axis.

8.2.2. Hyperbolic groups. Let G be a finitely generated group with a finite
generating set S. We assume that S is a symmetric set, that is, S = S−1. The
Cayley graph Cay(G,S) of G with respect to S is the metric graph defined as follows.
The set of vertices is G and two vertices g ∈ G and h ∈ G are connected by an
edge if there is an element s ∈ S such that g = hs. The metric is the length metric
induced by assigning length one to each edge. Hence Cay(G,S) is a regular locally
finite metric graph and G acts by isometries on Cay(G,S) cocompactly and properly
discontinuously.

Definition 8.2.2. A finitely generated group G with respect to a finite generating
set S is said to be hyperbolic if its Cayley graph Cay(G,S) is a δ-hyperbolic metric
space for some δ ≥ 0.

Remark 8.2.3. In the above definition, the Cayley graph Cay(G,S) depends on
the choice of the generating set S. However as Cayley graphs defined by different gen-
erating sets are quasi-isometric, and hyperbolicity is preserved under quasi-isometry,
the hyperbolicity of a group is independent of the choice of a generating set.

Theorem 8.2.4 (See [ABC+91]). Let G be a hyperbolic group. If g ∈ G is an
element of infinite order, then g, as an isometry of Cay(G,S), is hyperbolic.

8.2.3. Mapping class groups. Let Σ = Σg,n be a genus g closed, orientable,
connected surface with n punctures. The mapping class group MCG(Σ) is the group of
isotopy classes of orientation-preserving homeomorphisms of Σ. Mapping class groups
are finitely presented. See [FM12] for more on mapping class groups. Mapping class
groups, except very few cases, are not hyperbolic groups, but there are hyperbolic
spaces encoding their hyperbolic behavior. We are going to introduce them now. We
will assume that 3g+n ≥ 5. For 3g+n ≤ 4, either the mapping class group is almost
trivial or can be dealt with in a slightly modified way. The curve graph C(Σ) of Σ is
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the graph whose vertices are isotopy classes of essential simple closed curves on Σ

(that is, embedded circles in Σ not bounding a disk or a disk with a puncture) and
edges are defined by disjointness, namely two vertices a and b are connected by an
edge if one can choose simple closed curves α and β in a and b, respectively, such
that α

⋂
β = ∅. We then regard C(Σ) as a metric graph as well by assigning length

one to each edge. One can easily check that MCG(Σ) acts on C(Σ) by isometries. We
remark here that unlike the Cayley graph of a (finitely generated) hyperbolic group,
C(Σ) is not locally finite. We have the following remarkable theorem concerning the
negatively curved feature of MCG(Σ). Recall that an element g of MCG(Σ) is called
pseudo-Anosov if no non-trivial power of g fixes the isotopy class of an essential
simple closed curve.

Theorem 8.2.5 (See [MM99]). For the surface S = Sg,n with 3g + n ≥ 5, the
curve graph C(S) is a hyperbolic metric space of infinite diameter. An element g of
MCG(Σ) is hyperbolic if and only if g is pseudo-Anosov.

8.3. WPD and quasimorphisms

In this section, we will discuss heuristically constructions of quasimorphisms on
hyperbolic groups and mapping class groups following Bestvina–Fujiwara [BF02].
The reader is encouraged to read that paper for historical notes, references and more
details therein. In this section, we will assume hyperbolic groups to be torsion free.

The starting point of the whole story is Brooks quasimorphisms on free groups,
see Example 7.1.7. We reformulate that construction in the context of group actions.
Let Fn(n ≥ 2) be a free group of rank n with a free generating set S = {a±1

1 , . . . , a±1
n }.

The Cayley graph X = Cay(Fn, S) is then a tree. Any reduced word ω = a±1
i1
· · · a±1

ik

in Fn corresponds to a geodesic segment in X starting at the vertex e ∈ X and
ending at the vertex ω ∈ X. Fix a reduced word ω, hence a geodesic segment in
X, and then consider all copies of ω in X, that is the set {g.ω ⊂ X : g ∈ Fn}. As
X is a tree, every element g in Fn also corresponds to a geodesic σg in X, namely,
the unique geodesic line connecting e and g. We now define a function fω on Fn as
follows: fω(g) is the maximal number of non-overlapping copies of ω contained in σg.
The map fω(g) is not a quasimorphism, but one can slightly modify this function to
be a quasimorphism. For this, define hω(g) = fω(g)− fω−1(g); then hω : Fn −→ Z is
indeed a quasimorphism.

Assume that G is a hyperbolic group. We want to play the same game for G and
X = Cay(G,S). Fix a simple oriented path ω ∈ X, that is an oriented geodesic in X.
Although one can also consider copies of ω, we face some difficulties here when we
want to define fω since there are, in general, many geodesics connecting e to g ∈ G.
Nevertheless this difficulty can be overcome by considering the following modified
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formula for fω:
fWω (g) = |g| − inf

β
(|β| −W |β|ω),

where |g| is the distance between e ∈ X and g = g.e ∈ X, W is any positive number
less than |ω|, β runs over all quasi-geodesics connecting e and g, and |β|ω is the
maximal number of non-overlapping oriented copies of ω appearing in β. By choosing
W appropriately, one can show that hWω = fWω − fWω−1 is a quasimorphism. We fix
such a W and denote hWω simply by hω. Notice that, up to now, all the discussion
can be generalised to a group acting on a hyperbolic metric graph.

Now there is a serious issue, namely, unlike the case of free groups, hω might be
a trivial quasimorphism. And even if hω is a non-trivial quasimorphism, hω might
be a genuine homomorphism, which is trivial in the kernel of the second comparison
map. The reader could try hω for G = Z as an exercise.

We now go back to Brooks quasimorphisms on the rank 2 free group F2 = F{a, b}.
Choose ω = ab, then fω((ab)n) = n and fω−1((ab)n) = 0, this shows that hω is
non-trivial. Since hω(a) = hω(b) = 0, hω(ab) = 1, hω is not a homomorphism. One
can also check that it is not a homomorphism up to a bounded function. The above
discussion in fact contains all we need to define a quasimorphism for a group acting
on a hyperbolic metric graph.

Let G be a group acting on a hyperbolic metric graph X by isometries. The
following properties are used in the construction of Brooks quasimorphisms:

(1) G does not have Z as a subgroup of finite index. Namely, G is non-elementary.
(2) G contains a hyperbolic isometry g. Some long piecewise geodesic segment

` in an oriented axis σg of g (here σg is a quasi-geodesic invariant under g)
will play the role of ω = ab. In order to show that h` is non-trivial, g is
required to satisfy the condition that one cannot find an arbitrarily large
number of copies of ` in a bounded neighbourhood of an oriented axis of g−1.
Note that as X is a δ-hyperbolic metric space, those bounds only depend on
δ. One can also argue as in the construction of Brooks quasimorphisms that
h` is not a homomorphism up to a bounded function.

Bestvina–Fujiwara proposed a condition on the action Gy X, called weak proper
discontinuity (WPD, for short), which provides infinitely many required hyperbolic
isometries in G.

Definition 8.3.1 (See [BF02]). Let G be a group acting on a hyperbolic metric
graph (X, dX). The action is said to be WPD if the following are all satisfied:

(1) G does not have Z as a subgroup of finite index.
(2) G contains an element that acts on X as a hyperbolic isometry.



ACKNOWLEDGMENTS 81

(3) For every element g ∈ G acting as a hyperbolic isometry on X, every x in X
and every R > 0, there are positive numbers N and T , depending on g, x, r
and such that

|
{
γ ∈ G : dX(x, γ · x) ≤ R, dX(gN · x, (γgN ) · x) ≤ R

}
| ≤ T.

Theorem 8.3.2 (See [BF02], Proposition 6). Assume that the action of G on X
is WPD. Then there exist two hyperbolic elements g1, g2 ∈ G such that there is an
oriented long segment ` in an oriented quasi-axis of g1 such that every copy of ` is
outside a bounded oriented neighbourhood of an oriented quasi-axis of g2, where the
orientation on the neighbourhood is induced from the orientation of the quasi-axis.

The above theorem (together with Proposition 2 in [BF02]) tells us that WPD
group actions of a group essentially enable us to find two highly independent (with
respect to the group action) elements in the group and using these two elements, one
could construct a group element like the element used in the construction of Brooks
quasimorphisms on free groups. Interestingly, these two group elements actually
promise the existence of infinitely many linearly independent quasimorphisms on the
group, which shows the kernel of the second comparison map even to be uncoutably-
dimensional.

We conclude our discussion by two examples. One could refer to [BF09] for more
applications of WPD.

Example 8.3.3 (See [EF97]). Let G be a non-elementary, torsion-free hyperbolic
group. As Cay(G,S) is uniformly locally finite and every non-trivial element in G
is hyperbolic by Theorem 8.2.4, it is easy to verify that the action G on its Cayley
graph Cay(G,S) satisfies WPD. Hence, the kernel of the second comparison map c2

is of infinite dimension.

Example 8.3.4 (See [BF02]). Let Σ = Σg,n be a compact, orientable, connected
surface of genus g with n punctures such that 3g + n ≥ 5 and let C(Σ) be the curve
graph of Σ. Then by Theorem 8.2.5, the curve graph C(Σ) is hyperbolic and pseudo-
Anosov mapping classes act as hyperbolic isometries. Proposition 11 in [BF02] shows
that the action of MCG(Σ) on C(Σ) also satisfies WPD. Thus the kernel of the second
comparison maps c2 for MCG(Σ) is of infinite dimension as well. In fact, this result
holds also for any subgroup of MCG(Σ) which is not virtually abelian.
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CHAPTER 9

EXTENSION OF QUASICOCYCLES
FROM HYPERBOLICALLY
EMBEDDED SUBGROUPS

FRANCESCO FOURNIER-FACIO

We have seen in Chapter 8 that one can construct non-trivial quasimorphisms on
groups acting nicely on hyperbolic spaces, by generalizing the Brooks construction in
free groups. Here we will see another way in which one can exploit the knowledge of
the bounded cohomology of the free group to prove non-vanishing results for much
more general groups, and even in higher degrees. Namely, we will explain how to
extend a quasicocycle (these are higher-dimensional analogues of quasimorphisms)
from a subgroup to the ambient group, under the condition that the subgroup
is hyperbolically embedded, a notion introduced by Dahmani, Guirardel and Osin
in [DGO17]. It turns out that a very large class of groups, called acylindrically
hyperbolic, has hyperbolically embedded subgroups of the form F ×K, were F is a
free group and K is a finite group. It follows that the bounded cohomology of such
groups is “at least as large” as that of the free group, in all degrees.

This construction was carried out in degree 2 by Hull and Osin [HO13], and then
by Frigerio, Pozzetti and Sisto in higher degrees [FPS15]. We will follow here the
latter approach.

83
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9.1. Alternating quasicocycles

The definition of quasimorphisms we saw in the previous two talks uses the
definition of bounded cohomology in terms of the bar resolution. For our purposes
it will be more useful to work with the bounded homogeneous resolution (Definition
11), which we denote by (C•b(G)G, δ•). We further denote bounded cocycles by
Znb (G) = ker(δn) and bounded coboundaries by Bn

b (G) = im(δn−1), so that the
bounded cohomology of G with trivial real coefficients is Hn

b (G) = Znb (G)/Bn
b (G).

An element of Gn+1 is called a simplex. If S ⊂ G is any set, an element of
Sn+1 ⊂ Gn+1 is said to be supported on S. We can extend cochains by linearity on
formal sums of simplices: these are called chains and the set of all chains is denoted
by Cn(G). Similarly, a chain is supported on S if all of the simplices appearing
in its expression are supported on S; their collection is denoted by Cn(S). There
is a natural boundary operator on Cn(G) which is the pre-dual of the coboundary
operator δ:

∂n+1(g0, . . . , gn+1) :=

n+1∑
i=0

(−1)i(g0, . . . , ĝi, . . . , gn+1).

By predual we mean that ϕ ◦ ∂n+1 = δn(ϕ) for any n-cochain ϕ. Note that the
boundary operator preserves the support of a chain, namely ∂n+1(Cn+1(S)) ⊂ Cn(S).

Dropping all of the boundedness conditions, we have the complex of invariant
cochains (Cn(G)G, δ•), which defines the (ordinary) cohomology of G with trivial real
coefficients Hn(G).

For our purposes, it will be convenient to not care about the ordering of the
entries (g0, . . . , gn), but only about the set {g0, . . . , gn} (up to sign). Moreover, it will
be useful to ignore degenerate simplices, namely those in which some vertex appears
more than once, which we see as “lower-dimensional”. For this, we will consider
alternating cochains (see Remark 13), that is cochains ϕ satisfying

ϕ(gσ(0), . . . , gσ(n)) = sign(σ)ϕ(g0, . . . , gn)
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for any permutation σ ∈ Sn+1
∼= Sym{0, . . . , n}. Note that an alternating cochain

vanishes on degenerate simplices. Restricting to alternating cochains defines the
subcomplexes (C•alt(G)G, δ•) and (C•b,alt(G)G, δ•), which still compute the cohomology
and bounded cohomology of G [Fri17, 4.10]. This is because there is a G-equivariant
projection C•b(G) → C•b,alt(G), which is defined by averaging: given a simplex g =

(g0, . . . , gn) ∈ Gn+1, we define

altn(g) =
1

(n+ 1)!

∑
σ∈Sn+1

sign(σ)(gσ(0), . . . , gσ(n)).

This extends to an operator altn : Cn(G) → Cn(G), and it is immediate to check
that its dual ϕ 7→ ϕ ◦ altn defines a projection Cn(G) → Cn

alt(G), which preserves
everything we want: cocycles, coboundaries, boundedness, invariance, quasicocycles...
Also notice that altn(g) = 0 if and only if g is a degenerate simplex. Analogously we
call an n-chain degenerate if it is in the kernel of altn.

Recall that our goal is to extend bounded cohomology classes from Hn
b (H) to

Hn
b (G), where H is a subgroup of G. We will try and do this at the level of cochains:

in the best case scenario we would have a chain map Θ: Cn
alt(H)H → Cn

alt(G)G which
sends bounded cochains to bounded cochains, and such that restricting Θ(ϕ) to Hn+1

gives back ϕ. Such a map would allow us to extend any bounded cohomology class
in H to one in G. But we are working in geometric group theory, and so we do not
want to ask for something so precise, which can only work in extremely restrictive
settings. So the more reasonable thing to ask for is that Θ is an approximate chain
map (that is, δnΘn is at a bounded distance from Θn+1δn), and restricting Θ(ϕ) to
Hn+1 gives a cochain at a bounded distance from ϕ.

The biproduct of this “quasification” is that now the image of a cocycle under
Θ is not necessarily a cocycle. So we will also “quasify” the notion of cocycle. An
n-quasicocycle is an n-cochain ϕ whose coboundary δn(ϕ) is bounded. We denote by
QZnalt(G)G the space of alternating invariant quasicocycles. Therefore if ϕ ∈ QZnalt(G),
then δn(ϕ), being a bounded cocycle, defines a bounded cohomology class in Hn+1

b (G);
we call such classes exact and denote the corresponding subspace EHn+1

b (G). Note
that δn(ϕ) is always a coboundary, but it is not necessarily a coboundary of a bounded
cochain: this only happens if ϕ is a trivial quasicocycle, that is, it is at a bounded
distance from a true cocycle. Now the conditions on Θ ensure that not only it
sends a cocycle to a quasicocycle, but it even sends a quasicocycle to a quasicocycle.
Moreover, a non-trivial quasicocycle will be sent to a non-trivial one, although a
priori even a trivial one can be sent to a non-trivial one. Therefore we can extend
any non-zero exact bounded cohomology class in H to one in G. If H is, say, a
non-abelian free group, then any class in degree at least 2 is exact (this is because
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the ordinary cohomology vanishes), and so knowing that its bounded cohomology is
large implies that the exact bounded cohomology of G is large.

Let us connect this notion of quasicocycles with the more familiar notion of
quasimorphisms we saw in Chapters 7 and 8. Given an invariant 1-quasicocycle
ϕ ∈ QZ1(G)G, define ϕ̃ : G→ R, g 7→ ϕ(1, g). We claim that this is a quasimorphism.
Indeed:

|ϕ̃(gh)− ϕ̃(g)− ϕ̃(h)| = |ϕ(1, gh)− ϕ(1, g)− ϕ(1, h)| =

= |ϕ(1, gh)− ϕ(1, g)− ϕ(g, gh)| = |δ1(ϕ)(1, g, gh)| ≤ ‖δ1(ϕ)‖∞,

where in the second equality we used that ϕ is G-invariant. Therefore D(ϕ̃) ≤
‖δ1(ϕ)‖∞ and ϕ̃ is a quasimorphism.

Conversely, given a quasimorphism ϕ̃, define ϕ : G2 → R; (g, h) 7→ ϕ̃(g−1h). Then
the same calculation shows that ϕ is an invariant 1-quasicocycle.

9.2. Intuitive idea

We start to construct the map Θ, so as to identify what conditions we need on
the groups H ≤ G in order to make things work. Fix ϕ ∈ Cn

alt(H)H . Given a simplex
g = (g0, . . . , gn) ∈ Gn+1, we want to define Θ(ϕ)(g) in terms of ϕ. But ϕ only knows
what to do with values in H, so we should assign to g some simplex supported on
H, in a meaningful way. We could try and put a suitable word metric on G, and
we should be able to project nicely the vertices of g onto H under some negative
curvature assumption (which is typically what makes projections well-behaved). It is
a bit too restrictive to require that these closest-point projections be single-valued,
but that is not a big deal since we know how to evaluate ϕ at chains supported on
H, not just simplices, so averaging over all possible projections - as long as there are
finitely many - is something we can do. However we have another problem: if we only
project onto H, it is unlikely that the resulting Θ(ϕ) would be G-equivariant.

Still, we can do something which is slightly more complex, but does preserve
equivariance: instead of looking only at H, we look at all cosets B ∈ G/H. There is
an obvious way to define ϕ on a simplex supported on a coset, by treating it as if it
were a equivariant function (which it is, on H!). Namely if (b0, . . . , bn) ∈ Bn+1 we
can define

ϕB(b0, . . . , bn) := ϕ(1, b−1
0 b1, . . . , b

−1
0 bn).

This is well-defined: since b0 and bi are in the same coset, b−1
0 bi ∈ H, and so it makes

sense to evaluate ϕ on this tuple. Moreover it is easy to check that this is still al-
ternating, and that ϕH = ϕ. Then ϕB can be evaluated on any chain supported on B.

Now that we know how to work with chains supported on cosets of H, the more
reasonable task is to define Θ(ϕ) by assigning to g some chain supported on a coset
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B, for any B ∈ G/H. So what we need are trace operators trBn : Cn(G)→ Cn(B)

defined on simplices by averaging over closest-point projections, and then we can
define

Φ(g) :=
∑

B∈G/H

ϕB(trBn (g)).

This may well be a reasonable thing to ask if H had finite index in G, that is if the
sum above had only finitely many terms. But recall our ultimate goal: we want to
extend quasicocycles from H to G, and in our applications H will be a virtually free
group. So if we restricted to this setting then our results would only apply to virtually
free groups, which would be a little disappointing. In the general case, the sum above
is infinite and so it has no guarantee of converging. Moreover, we are working with
things up to bounded distance, so it would be awkward if we found ourselves dealing
with convergence.

To solve these issues, we should be able to identify cosets which are relevant
for g: those which together capture enough about g to be able to forget the rest
while paying a small price. In whatever way we define them, the set R(g) of relevant
cosets for g should be finite, and we should define our trace operators to evaluate to
0 on non-relevant cosets: that is trnB(g) = 0 for all B /∈ R(g). Then the sum above
becomes finite, and we have a well-defined map Φ: Gn+1 → R.

Moreover, it makes sense that if g is already supported on B, then the only coset
that can be relevant for g should be B itself, and that in that case trBn (g) should
be just g. Our notion of relevant cosets will be defined in terms of a bounded error,
and while it is true that R(Bn+1) ⊂ {B}, there will be some simplices supported
on B for which there are no relevant simplices at all. These are simplices that are
“too small” to be visible under this coarse approach, so we will inventively call them
small, and analogously a chain in Cn(B) will be small if the simplices appearing in it
are small. Now if g ∈ Hn+1 is not small, then Φ(g) = ϕ(g), and so Φ is indeed an
extension of ϕ, up to small simplices. For the moment we write Θn(ϕ) := Φ as a
good candidate for the extension, and keep in mind that this works “up to small chains”.

Until now we have used no additional property of ϕ. It is easy to believe that Φ

will be G-invariant if ϕ is H-invariant. The next thing we would like the extension to
preserve is boundedness. So suppose that ϕ is bounded, and so ϕB is also bounded for
all B, with the same bound. We know that the sum defining Φ is finite, but in order to
have Φ be bounded itself, this is not enough: we need a uniform bound on the number
of non-zero terms in the sum. We will take advantage of another fact that we have
not used yet, namely that ϕ is alternating, and so ϕB is alternating too. Intuitively,
what trBn is doing is projecting simplices in G onto simplices in B, so geometrically
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we should expect there to be many cosets for which trBn (g) is “lower-dimensional”,
that is, degenerate. But whenever trnB(g) is degenerate, we have ϕB(trBn (g)) = 0. So
what we will have to show is that there is a uniform bound C(n) such that for any
simplex g ∈ Gn+1 there are at most C(n) cosets B for which trBn (g) is non-degenerate.

The next and most important thing that we would like the extension to preserve
is quasicocycles. As we mentioned in the beginning, this will be true if Θ commutes
with the coboundary operator up to bounded errors. Since we defined Θ as some sort
of dual of the trace operator, this is the same as asking that trBn commutes with the
boundary operator up to bounded errors. The problems are caused by the difference

∂n trBn (g)− trBn−1 ∂n(g) ∈ Cn(B),

as in: if this difference were zero, then we would be done. But remember that we
have already had to introduce a notion of small chain, and it turns out that this
difference will be small according to our definition.

Now it seems that everything works “up to small chains”, at the level of chains.
But how do we make everything work up to bounded errors, at the level of cochains?
One thing we can do is to simply ignore small chains in our definition of Φ. That
is, we define ϕ′B to vanish on small simplices, and coincide with ϕB everywhere else,
and then define Φ in terms of ϕ′B instead. This solves the problem of small chains,
but of course we do not want to change things too much. More precisely, we would
like that the quantity

K(ϕ) := sup{|ϕ(h)| : h ∈ Hn+1 is small}

which controls the difference between ϕB and ϕ′B, is finite, even if ϕ is not bounded.
Whatever definition of small we end up choosing, it makes sense that small simplices
supported on H should be H-invariant. Since ϕ is H-invariant, K(ϕ) may also be
computed by only looking at simplices containing the identity. So what we really
want is that there should be only finitely many small simplices containing the identity:
some sort of local finiteness condition.

To sum up, we have the following checklist:

Checklist 9.2.1. Make the following notions more precise:

(1) A notion of relevant coset for a simplex g ∈ Gn+1, such that:
(a) The set R(g) of cosets relevant for g is finite;
(b) If g is supported on B, then R(g) ⊂ {B}.
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(2) A notion of small simplex and the corresponding notion of small chain
supported on a given coset, such that:
(a) Small simplices supported on H are H-invariant;
(b) There are only finitely many small simplices supported on H and

containing the identity.
(3) A trace operator trBn : Cn(G)→ Cn(B) for any B ∈ G/H, such that:

(a) trBn (g) = 0 if B is not relevant for g;
(b) trBn (g) = g for all g ∈ Bn+1, unless g is small;
(c) There exists a uniform bound C(n), such that for a simplex g there are

at most C(n) cosets B such that trBn (g) is non-degenerate;
(d) (∂n trBn − trBn−1 ∂n)(g) ∈ Cn(B) is a small chain, for all g ∈ Gn+1.

9.3. Hyperbolically embedded subgroups

To define the trace operator, we want some way to project the vertices of a simplex
onto a coset. Closest-point projections typically behave well under some negative
curvature assumptions, for instance in hyperbolic groups. As a matter of fact, we
do not need hyperbolicity itself, but only for H to be embedded into G in a way
that retains some kind of hyperbolicity. This is done by the notion of hyperbolically
embedded subgroup, introduced by Dahmani, Guirdardel and Osin in [DGO17]. In
this section we define it and look at some properties of closest-point projections that
lead very naturally to the notions of relevant cosets and small simplices that we need
to define.

9.3.1. Definition and examples. Let us fix for the rest of this section a group
G and a subgroup H; denote by H∗ := H \ {1}. A (possibly infinite) subset X ⊂ G is
a relative generating set if G is generated by X tH∗. We denote by Cay(G,X tH∗)
the corresponding Cayley graph: note that we are taking a disjoint union, so if x ∈ X
is equal to h ∈ H∗, there are going to be two distint edges from g to gx = gh: one
labelled by x and one by h. Here H itself has diameter 1, since every element in H is
an edge. This is not very interesting, so when looking at H we will consider a relative
metric. For g, h ∈ H, this is denoted by dH(g, h) and is the shortest length of a path
from g to h in Cay(G,X tH∗), which does not use any “shortcut”, that is, any edge
labeled by an element of H and connecting two elements of H. Similarly, for any
coset B ∈ G/H we can translate the relative metric dH to a metric dB on B.

Definition 9.3.1. We say thatH is hyperbolically embedded in (G,X) if Cay(G,Xt
H∗) is hyperbolic, and the metric space (H, dH) is locally finite (i.e. balls of finite
radius are finite). We say that H is hyperbolically embedded in G if it is hyperbolically
embedded in (G,X) for some relative generating set X. We write H ↪→h(G,X) and
H ↪→hG.
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Since we are not asking for X to be finite, the second condition is there to
restrict this notion from being too general. Here is a non-example which exhibits the
importance of the local finiteness condition:

Example 9.3.2. Let H be any group, G = H × Z and X = {x} a generator
of Z. Then Cay(G,H∗ tX) is quasi-isometric to a line, so hyperbolic. But given
h1, h2 ∈ H we have a “shortcut-free” path of length 3 connecting them, namely
h1 → xh1 → xh2 → h2. So (H, dH) can only be locally finite if H is already finite.

Here are the two simplest examples:

Example 9.3.3. 1. G ↪→h(G, ∅). Indeed, the corresponding Cayley graph has
diameter 1, so it is hyperbolic, and there is no way to connect elements of G without
using edges labeled by elements of G, so dG-balls of finite radius are just singletons.

2. Let H be a finite subgroup of G, then H ↪→h(G,G). Indeed, the corresponding
Cayley graph has diameter 1, so it is hyperbolic; and H is finite so any metric on it
will be locally finite.

These examples should be considered as trivial, in the same way that a geodesic
metric space of diameter one is the trivial example of a hyperbolic space. If H ↪→hG

is of this form, we say that H is degenerate.

This definition looks a lot like that of relatively hyperbolic groups, but the key
difference is that here the relative generating set is allowed to be infinite [DGO17,
Proposition 2.4]:

Proposition 9.3.4 (Dahmani–Guirardel–Osin). G is hyperbolic relative to H if
and only if H ↪→h(G,X) for a finite relative generating set X ⊂ G.

Allowing X to be infinite gives this notion a lot more flexibility. We already saw
this in the second degenerate case: any finite subgroup is hyperbolically embedded,
but a group is hyperbolic relative to a finite subgroup if and only if it is already
hyperbolic.

Another interesting example of this is in mapping class groups: these are almost
never relatively hyperbolic, but they admit non-degenerate hyperbolically embedded
subgroups (except for a finite number of exceptional surfaces). This is part of a more
general fact that relates nicely to Chapter 8: recall the definition of a weakly properly
discontinuous (WPD) element (Definition 8.3.1). Then we have [DGO17, Corollary
2.9]:

Theorem 9.3.5 (Dahmani–Guirardel–Osin). Let G be a group acting on a hyper-
bolic space, and let g ∈ G be loxodromic and WPD. Then g is contained in a unique
maximal virtually cyclic subgroup E(g), and E(g) ↪→hG.
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Recall from Chapter 8 (Theorem 8.2.5) that given a (possibly punctured) orientable
closed surface Σ, its mapping class group acts on the curve graph, which is hyperbolic,
and pseudo-Anosov elements are loxodromic and WPD. So we obtain [DGO17,
Corollary 2.19]:

Theorem 9.3.6 (Dahmani–Guirardel–Osin). Let g ∈ MCG(Σ) be a pseudo-
Anosov element. Then g is contained in a unique maximal virtually cyclic subgroup
E(g), and E(g) ↪→hG.

To grasp just how general this definition is, let us mention two more examples of
the same flavour, but in different contexts [DGO17, Corollary 2.20] [Sis18, Theorem
1.1 and Theorem 1.3].

Theorem 9.3.7. Let G be a group and g ∈ G. In the following cases, g is
contained in a unique maximal virtually cyclic subgroup E(g), and E(g) ↪→hG:

(1) (Dahmani–Guirardel–Osin) F is a non-abelian free group, G = Out(F ) and
g ∈ Out(F ) is irreducible with irreducible powers.

(2) (Sisto) G is a group acting properly on a proper CAT (0) space, and g ∈ G
is a rank-one isometry.

It is not important to know the precise definitions involved in this theorem, what
matters is that there are lots of interesting groups with non-degenerate hyperbolically
embedded subgroups.

At this point one may be noticing a disappointing pattern, namely all of our
examples of non-degenerate hyperbolically embedded subgroups are virtually cyclic.
These are amenable, so their bounded cohomology is trivial in positive degrees. One
could use virtually cyclic subgroups to obtain classes in degree 2 [HO13], but it
would require some more work to show that these are non-trivial, and moreover we
would like to tackle higher degrees as well. So it would be much better to have
hyperbolically embedded subgroups with large bounded cohomology. This is taken
care of by [DGO17, Theorem 2.24]:

Theorem 9.3.8 (Dahmani–Guirardel–Osin). Let G be a group containing a non-
degenerate hyperbolically embedded subgroup. Then G contains a unique maximal
finite normal subgroup K, and there exist subgroups H = F ×K ≤ G, where F is a
free group of arbitrary rank, such that H ↪→hG.

So a group admits a non-degenerate hyperbolically embedded subgroup if and
only if it admits one of the form F ×K, with F non-abelian free and K finite. These
have large bounded cohomology, so they suit our purposes.
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Let us at least mention that there is another notion that is (very) often used
instead of this one, namely that of acylindrical hyperbolicity. We will not define it
here and refer the reader to [Osi16], suffice it to say that a group is acylindrically
hyperbolic if and only if it admits a non-degenerate hyperbolically embedded subgroup,
and in fact there is yet another equivalent condition in terms of the WPD property
from Chapter 8 [Osi16, Theorem 1.2].

9.3.2. Projections. Now that we saw that the notion of hyperbolically embed-
ded subgroups is so general, it is time to check that it is actually useful for our
purposes. Recall that we want to define a trace operator that assigns to a simplex
in G a chain supported on a coset B, and that we hope to do it using closest-point
projections. The Cayley graph Cay(G,X t H∗) can be seen as the (possibly dis-
connected) Cayley graph Cay(G,X) to which we add a shortcut between any two
elements in the same coset B, given by an edge of length one labeled by an element
of H. We will actually work on a different metric graph, denoted (Ĝ, d̂) and obtained
starting from Cay(G,X), adding a vertex c(B) for every coset B ∈ G/H, and an
edge of length 1/4 from any g ∈ B to c(B). Now the shortcuts between elements of
B have length 1/2, and they pass through the cone vertex c(B). These cone points
make projections more “stable”, as we will shortly see in Lemma 9.3.10.

Definition 9.3.9. Let B ∈ G/H and x be a vertex of Ĝ. We define the projection
of x onto B to be the set

πB(x) := {y ∈ B : d̂(x, y) = d̂(x,B)}.

For a set S we denote πB(S) :=
⋃
x∈S

πB(x).

Note that there is no reason for πB(x) to be a singleton. For example πB(c(B))

is all of B. If x 6= c(B) is not one of these cone vertices, then y ∈ B realizes the
minimal distance if and only if x→ y → c(B) is a geodesic path from x to c(B), of
which there could be many. On the other hand, if x ∈ G, then πB(x) is finite. To
see this, recall that we have a relative metric dB on any B ∈ G/H; we denote by
diamB the diameter with respect to this metric. We can bound diamB(πB(x)) in
terms of d(x,B), and since (B, dB) is locally finite by the definition of hyperbolically
embedded subgroup, this implies that πB(x) is itself finite.

The next lemma is the key property of projections in the context of hyperbolically
embedded subgroups: we will see that it is exactly what we need to make precise the
notions from Section 9.2 [FPS15, Lemma 2.8].
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Lemma 9.3.10. There exists a constant D ≥ 1 with the following property. For
any x, y ∈ Ĝ and any B ∈ G/H, if diamB(πB(x) ∪ πB(y)) ≥ D, then all geodesics
from x to y pass through c(B).

In other words, if x and y project far apart on B, then the fastest way to connect
them is using the shortcut through c(B). The special thing is that this is true of all
geodesics joining x to y. Whatever definition of relevant we will land on, it makes
sense now that the coset B is relevant for the 2-simplex (x, y). So this lemma is really
bringing us in the right direction: in fact, we will define relevant cosets and small
simplices in terms of the constant D in the lemma.

We sketch the proof, which exhibits clearly how hyperbolicity enters the picture.

Sketch of proof. For simplicity let us assume that x, y ∈ G (so they are not
of the form c(B′)), and let γ̂ be a geodesic connecting them in (Ĝ, d̂). Let γ̂x be a
geodesic from x to any xB ∈ πB(x); choose similarly yB ∈ πB(y) and γ̂y. Let e denote
the edge in Cay(G,X tH∗) labelled by an element of H∗ connecting xB to yB. We
assume that γ̂ does not pass through c(B), and will prove that dB(xB, yB) is uniformly
bounded. Since xB and yB were arbitrary, this implies that diamB(πB(x) ∪ πB(y))

is uniformly bounded, and we are done.

We modify γ̂ to obtain a path γ in Cay(G,X tH∗) by replacing any shortcut
of length 1/2 going through c(B′), for some B′ ∈ G/H, by a shortcut of length one
connecting two elements of B′ and labelled by some element of H∗. We do the same
with γ̂x,y obtaining γx,y. Then one can easily show that this is a quasi-geodesic: all
we have done is replace shortcuts of length 1/2 by shortcuts of length 1.

So now we have a quasi-geodesic quadrangle in the hyperbolic space Cay(G,X t
H∗), with vertices {x, xB, yB, y} and edges {γx, e, γy, γ}. This implies that any point
on this quadrangle is C-close to one of the other three edges, for some C depending
only on the hyperbolicity constant. This jumping around in short distances between
edges, allows to construct a cycle containing e, of length bounded in terms of C, and
such that the only edge connecting two elements of B is e itself (recall that we are
assuming that γ̂ does not go through c(B)). Taking out e defines a path from xB

to yB that does not use any shortcut in B, and so its length, which is uniformly
bounded, bounds dB(xB, yB). �

9.4. The trace operator

In this section we go through Checklist 9.2.1: we define precisely the notions
mentioned in Section 9.2 that make the construction work, and sketch the proof
that these verify the conditions therein: all proofs are taken from [FPS15, Section
3]. We start with the notion of relevant coset. As we mentioned after Lemma
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9.3.10, if x, y ∈ G and B ∈ G/H satisfy the condition in the statement (namely
diamB(πB(x) ∪ πB(y)) ≥ D) then B should be relevant for the simplex (x, y). The
definition of relevant coset is slightly stricter but that’s the idea:

Definition 9.4.1. Let g ∈ Gn+1. Then B ∈ G/H is relevant for g, denoted
B ∈ R(g), if diamB(πB(g)) ≥ 2D.

Let us check that this notion satisfies conditions 1(a) and 1(b) of Checklist 9.2.1:

Lemma 9.4.2. The set R(g) is finite. Moreover, if g ∈ Bn+1, then R(g) ⊂ {B}.

Proof. Note that R(g) = ∪i 6=jR(gi, gj) so it suffices to check finiteness for
(x, y) ∈ G2. If B is relevant for (x, y), then any geodesic from x to y in (Ĝ, d̂) goes
through c(B), which implies that the cardinality of R(g) is at most the number of
vertices in γ̂. For the second statement, the only geodesic joining x, y ∈ B in (Ĝ, d̂)

is x→ c(B)→ y, since it is the only one of length 1/2. �

Given g ∈ Bn+1, the proof only shows that R(g) ⊂ {B}: the left hand side could
be empty. This leads naturally to the definition of small simplex:

Definition 9.4.3. A simplex g ∈ Bn+1 is small if R(g) = ∅. Equivalently, if
diamB(g) < 2D.

We now check that this notion satisfies conditions 2(a) and 2(b) of Checklist 9.2.1:

Lemma 9.4.4. The set of small simplices supported on H is H-invariant, and
there are only finitely many such simplices containing the identity.

Proof. If g ∈ Hn+1 is small and h ∈ H, then diamH(hg) = diamH(g) < 2D

and so hg is small. The second statement follows directly from the local finiteness of
the metric dH : the ball of radius 2D around the identity is finite. �

Moving on to Item 3. of Checklist 9.2.1, we define the trace operator trBn : Cn(G)→
Cn(B) by doing exactly what we said: let it vanish on non-relevant cosets, and
otherwise average over all possible projections (recall that πB(x) is finite for all x ∈ G
and all B ∈ G/H).

Definition 9.4.5. Let g = (g0, . . . , gn) ∈ Gn+1 and B ∈ G/H. We define
trBn (g) = 0 if B /∈ R(g), and otherwise

trBn (g) :=
1∏n

j=0 |πB(gj)|
∑

hj∈πB(gj)

(h0, . . . , hn) ∈ Cn(B).

Condition 3(a) of Checklist 9.2.1 is in the definition. For condition 3(b): if
g ∈ Bn+1 then we saw that R(g) ⊂ {B} and moreover πB(gi) = gi, clearly. So
trBn (g) = 0 if g is small, and trBn (g) = g otherwise. The next thing to check is
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condition 3(c); the proof is however more technical than the others, so we refer the
reader to [FPS15]. Suffice it to know that it is here that it becomes clear why we
require the definition of relevant cosets to be with the stricter “≥ 2D” instead of just
“≥ D”.

We are left to prove condition 3(d) from Checklist 9.2.1:

Lemma 9.4.6. Let n ≥ 2 and g ∈ Gn+1. Then (∂n trBn (g)−trBn−1 ∂n(g)) ∈ Cn−1(B)

is a small chain for any B ∈ G/H.

Sketch of proof. Let (∗) denote the chain above, which we want to show is
small. Now (∗) can be non-zero only if B is relevant for g but there exists some
face gi = (g0, . . . , ĝi, . . . , gn) for which B is not relevant (otherwise just plug in the
definition and check). This means that

diamB(πB(g0) ∪ · · · ∪ πB(gn)) ≥ 2D; while

diamB(πB(g0) ∪ · · · π̂B(gi) · · · ∪ πB(gn)) < 2D.

Then when computing (∗) we obtain, for all such i, a sum of simplices in πB(g0)×
· · · × πB(ĝi)× · · · × πB(gn), and by the above every such simplex is small. �

9.5. Implications

At this point it is just a matter of a few computations to turn the intuitive idea
of Subsection 9.2 into a real proof. The precise, quantitative statement is as follows
[FPS15, Theorem 4.1]. Recall the definition of the constant K(ϕ) from Section 9.2:
the supremum of ϕ over small simplices supported on H.

Theorem 9.5.1 (Frigerio–Pozzetti–Sisto). For every n ≥ 1 there exists a map

Θn : Cn
alt(H)H −→ Cn

alt(G)G

such that for all ϕ ∈ Cn
alt(H)H the following properties are satisfied:

(1) sup{‖Θn(ϕ)(h)− ϕ(h)‖∞ : h ∈ Hn+1} ≤ K(ϕ);
(2) If n ≥ 2, then ‖Θn(ϕ)‖∞ ≤ n(n+ 1)‖ϕ‖∞;
(3) ‖δn(Θn(ϕ))−Θn+1(δn(ϕ))‖∞ ≤ 2n(n+ 1)K(ϕ).

The first item says that Θn(ϕ) is (almost) an extension of ϕ; the second says
that if ϕ is bounded, then so is Θn(ϕ); and the third says that Θ (almost) commutes
with the coboundary operator: the last two items easily imply that Θ sends invariant
quasicocycles to invariant quasicocycles.

As an immediate corollary, for all n ≥ 2 the dimension of EHn
b (G) is bounded

below by the dimension of EHn
b (H). Now if G has a non-degenerate hyperbolically

embedded subgroup, then by Theorem 9.3.8 we may choose H to be of the form
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F ×K for F a non-abelian free group and K a finite group. We already know that
H2
b(F ) = EH2

b(F ) is huge. It turns out that H3
b(F ) has been computed as well, and is

also huge [Som97a]. So we conclude [FPS15, Corollary 5.5]:

Corollary 9.5.2 (Hull–Osin, Frigerio–Pozzetti–Sisto). Let G be a group with
a non-degenerate hyperbolically embedded subgroup (equivalently, an acylindrically
hyperbolic group). Then EH2

b(G) and EH3
b(G) are uncountably dimensional.

Example 9.5.3. By the theorems in Section 9.3 this applies to:

(1) Non-elementary hyperbolic and relatively hyperbolic groups;
(2) The mapping class group MCG(Σ) of a closed surface of genus g with p

punctures, provided 3g + p ≥ 4;
(3) The outer automorphism group Out(F ) of a non-abelian free group;
(4) Groups acting properly on a proper CAT (0) space with a rank-one isometry.

Beyond degree 3, nothing is known about Hn
b (F ). But the same argument implies

that if we were to find a non-trivial element here, this would imply non-vanishing for
this much larger class of groups. The same can be said about reduced exact bounded
cohomology classes, i.e. those with non-vanishing Gromov seminorm [FPS15, Propo-
sition 5.3].

For the sake of clarity we restricted here to a single hyperbolically embedded
subgroup, and to the trivial G-module R. But this construction works much more
generally. Indeed, there is a notion of a hyperbolically embedded family of subgroups
(Hλ)λ∈Λ, which is defined the same way except taking a generating set X relative
to ∪λ∈ΛH

∗
λ. Then we can define an extension map with the same properties, whose

domain is the direct sum of the spaces Cn
alt(Hλ)Hλ . Even better: we may replace R

by any G-module V , and Hλ-invariant subspaces Uλ, the final result being a map

Θn :
⊕
λ∈Λ

Cn
alt(Hλ;Uλ)Hλ −→ Cn

alt(G;V )G.

Then the same result holds, and moreover Θn((ϕλ)λ∈Λ)(Hn+1
µ ) ⊂ Uµ for any µ ∈ Λ.

Being allowed to replace V by an invariant subspace can be very useful. For
instance, take V = `2G and U = `2H; this shows that if G is acylindrically hyperbolic
then H2

b(G; `2G) 6= 0. This condition was introduced by Monod and Shalom in
[MS06] as a cohomological definition of negative curvature in groups, for which a
rich rigidity theory is developed.



CHAPTER 10

LIE GROUPS AND SYMMETRIC
SPACES
ANTON HASE

A Lie group is a group which is also a smooth manifold, such that multiplication
and inversion are smooth. Lie groups appear as groups of smooth symmetries on
manifolds, for example as isometry groups of Riemannian manifolds. This makes
them both abundant and important. If we want to study non-discrete groups at all,
we should have a look at Lie groups.

A symmetric space is a Riemannian manifold with isometric point reflections about
every point. This class of spaces contains many of (at least) my favorite examples of
Riemannian manifolds. The richness of the isometry group of a symmetric space gives
us an association between symmetric spaces and Lie groups. Perhaps surprisingly,
one can even classify symmetric spaces completely exploiting this association. From
the viewpoint of group cohomology, the other direction of this association is the
interesting one: we gain knowledge about a Lie group via the associated symmetric
space.

In the first part of this chapter we will sketch the association of symmetric spaces
and Lie groups. In the second part, we will get back to the topic of (bounded)
group cohomology. We present the definition of continuous and continuous bounded
cohomology of a locally compact group. Then we see how a symmetric space provides
us with a resolution for the continuous cohomology of the associated Lie group.
A famous conjecture asks if the notions of continuous and continuous bounded
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cohomology coincide for connected semisimple Lie groups without compact factors
and with finite center. We will report some evidence for the conjecture.

Contents

10.1. Symmetric spaces 98
10.2. Continuous (bounded) cohomology of Lie groups 101

10.1. Symmetric spaces

There are a number of textbooks about symmetric spaces, Lie groups or both
(see for example [Loo69a, Loo69b, Wol11, Kna02]). In this part, I will rely on
the classic reference [Hel78]. Some prior knowledge on Lie groups and Lie algebras
is required to fully understand this part.

Definition 10.1.1. Let p ∈M be a point of a connected Riemannian manifold
M . A diffeomorphism sp defined on a neighbourhood Np of p is a geodesic symmetry
with respect to p if sp(γ(t)) = γ(−t) for every geodesic γ ⊂ Np satisfying γ(0) = p.

Definition 10.1.2. A connected Riemannian manifold M is a symmetric space
if for every p ∈M the geodesic symmetry with respect to p can be extended to an
isometry defined on all of M .

Example 10.1.3. Euclidean space is a symmetric space. The geodesic symmetry
with respect to p ∈ Rn is the isometry sp(x) = 2p− x.

Example 10.1.4. Real hyperbolic space is a symmetric space. The Minkowski
bilinear form B on Rn+1 is given by

B(x, y) =
n∑
i=1

xiyi − xn+1yn+1.

The hyperboloid model of real hyperbolic space Hn is

Hn = {x ∈ Rn+1 | B(x, x) = −1, xn+1 > 0}

with the Riemannian metric on TpHn ∼= {x ∈ Rn+1 | B(p, x) = 0} given by the
restriction of B. The geodesic symmetry with respect to p ∈ Hn is the isometry
sp(x) = −2B(x, p)p− x.

Other prominent examples of symmetric spaces are spheres, real, complex or
quaternionic projective spaces and complex, quaternionic hyperbolic spaces. A more
general class of Riemannian manifolds are locally symmetric spaces.
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Definition 10.1.5. A connected Riemannian manifold M is a locally symmetric
space if for every p ∈ M there exists a neighbourhood of p on which the geodesic
symmetry with respect to p is an isometry.

In particular, any manifold that locally looks like a symmetric space is a locally
symmetric space. This class includes for example flat and hyperbolic manifolds. (It is
no coincidence that we see spaces of constant curvature here: a locally symmetric space
can equivalently be defined as a connected Riemannian manifold, whose sectional
curvature is invariant under parallel transport.) Even if the spaces one is interested
in are only locally symmetric, there is a good reason to study symmetric spaces.

Theorem 10.1.6 (Corollary 5.7 in Chapter IV in [Hel78]). The universal cover
of a complete locally symmetric space is a symmetric space.

Convinced that symmetric spaces are beautiful and important, we find a tool to
study them:

Theorem 10.1.7 (See Theorem 3.3 in Chapter IV of [Hel78]). A symmetric
space X is diffeomorphic to a homogeneous space G/K for a connected Lie group G
and a compact subgroup K, which lies between the closed group Kσ of all fixpoints of
an involution σ : G→ G and the identity component of Kσ.

Proof. Let G = Isom0(X). Then G is a connected Lie group and the action of
G on X is smooth. (This follows from Myers–Steenrod theorem; for a direct proof
in this case see pp. 205-208 in [Hel78].) The symmetric space X is complete: Any
geodesic γ can be extended using the geodesic symmetry sp with respect to a point
p ∈ γ. By the Hopf–Rinow theorem it follows that any two points x, y ∈ X are
connected by a geodesic γ. The geodesic symmetry with respect to the midpoint of
γ sends x to y, so Isom(X) acts transitively on X. Since the action of Isom(X) on
X is transitive and smooth, the G-orbit of any point is open. Since X is connected,
all G-orbits are equal or in other words, G acts transitively on X. Let K be the
stabilizer of a point p ∈M . Then K is compact and G/K is diffeomorphic to X.

Define σ(g) = sp ◦ g ◦ sp. Then σ : G→ G is an involution. For any k ∈ K the
isometries k and σ(k) have the same value and derivative at p, and therefore k = σ(k)

(see Lemma 11.2 in Chapter I of [Hel78]). This shows K ⊂ Kσ. On the other hand,
Kσ commutes with sp (using again Lemma 11.2), so it preserves the fixpoints of sp.
Since p is an isolated fixpoint of sp, we get K0

σ ⊂ K. �

Let g and k be the Lie algebras of G and K, respectively. Then (dσ)eK : g→ g is
a Lie algebra involution, whose +1-eigenspace is k, since K0

σ ⊂ K ⊂ Kσ. If we denote
the −1-eigenspace by p, we get the decomposition g = k⊕ p. Using the derivative of
the projection G→ G/K, we can identify p with the tangent space TeKG/K. The
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G-invariant Riemannian metric on G/K corresponds to an ad(k)-invariant positive
definite symmetric bilinear form Q on p. The symmetric space X is completely
determined by G,K, σ and Q.

Example 10.1.8. Real hyperbolic space is given by Hn = SO+(n, 1)/ SO(n). Here
SO+(n, 1) is the orthogonal group of the Minkowski quadratic form. The involution
σ is given by σ(g) = g−T . The Riemannian metric is a positive multiple of the Killing
form on so+(n, 1) restricted to p.

Definition 10.1.9. Let g be a real Lie algebra and θ : g → g a Lie algebra
involution. Let g = k ⊕ p be the decomposition of g in eigenspaces of θ. If the
connected Lie subgroup corresponding to ad(k) ⊂ ad(g) is compact, we call (g, θ) an
orthogonal symmetric algebra.

We saw above that every symmetric space G/K gives us an orthogonal symmetric
algebra g = k⊕ p and an ad(k)-invariant positive definite symmetric bilinear form Q

on p. On the other hand, we get a unique simply connected symmetric space given
such g = k⊕ p and Q: take the simply connected Lie group G corresponding to g and
its subgroup K corresponding to k. Since G is simply connected, θ integrates to an
involution σ : G→ G. Then G,K, σ and Q determine a symmetric space. Right now,
this is not a one-to-one correspondence even for simply connected symmetric spaces
(different orthogonal symmetric algebras can give us the same symmetric space).
However, one can get a one-to-one correspondence under additional assumptions.
Continuing in this direction one can completely classify symmetric spaces. We will
not do so as the classification of symmetric spaces is by far out of scope of this chapter.
Instead, let us consider particular Lie groups that play a special role in (bounded)
continuous group cohomology.

Definition 10.1.10. A connected Lie group is semisimple if all connected normal
solvable subgroups are trivial. A connected, semisimple Lie group is without compact
factors if all connected normal compact subgroups of G are trivial.

Let G be a connected semisimple Lie group without compact factors. We associate
to G the symmetric space G/K, where K is the maximal compact subgroup of G,
with the Riemannian metric coming from the Killing form on g. The symmetric space
G/K is simply connected, non-compact, has non-positive curvature and no Euclidean
factor (see Chapter VI of [Hel78]).

Definition 10.1.11. Let (g, θ) be an orthogonal symmetric algebra. Then the
dual orthogonal symmetric algebra (g∗, θ∗) is given by g∗ = k ⊕ ip ⊂ g ⊗C C and
θ∗(X + iY ) = X − iY for X ∈ k, Y ∈ p.
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Let G be a connected semisimple Lie group G without compact factors and let
G/K be its associated symmetric space. Let (g, θ) be the orthogonal symmetric
algebra corresponding to G/K. Then its dual orthogonal symmetric algebra (g∗, θ∗)

with the Killing form on g∗ provide us again with a simply connected symmetric
space, which is called the compact dual of G/K. The compact dual symmetric space
is compact, has non-negative curvature and no Euclidean factor. Using the one-to-one
correspondence hinted at above, one obtains a duality between simply connected
symmetric spaces with non-positive curvature and no Euclidean factor on one, and
simply connected compact symmetric spaces with non-negative curvature and no
Euclidean factor on the other side.

Example 10.1.12. The compact dual of real hyperbolic space Hn is the sphere
Sn = SO(n + 1)/ SO(n). Note that the sphere Sn and real projective space RPn

both correspond to the same orthogonal symmetric algebra. In this sense they are
both “dual” to hyperbolic space, but only the sphere is simply connected.

10.2. Continuous (bounded) cohomology of Lie groups

In the introduction and the preceding chapters, the bounded cohomology of
discrete groups has been defined and explored. Here we turn to the theory for
topological groups. We recall the definition and the properties of continuous bounded
cohomology. For more details we refer the reader to the work of Burger and Monod
[Mon01, BM02].

Let G be a locally compact group. We can consider the space of continuous
functions on G•+1, namely

C•c(G;R) := {f : G•+1 −→ R | f continuous},

with the natural G-action given by

(gf)(g0, . . . , g•) := f(g−1g0, . . . , g
−1g•),

for every f ∈ C•c(G;R) and g, g0, · · · , g• ∈ G.
There exists a natural norm of the space C•c(G;R) given by

‖f‖∞ := sup{|f(g0, . . . , g•)| | g0, . . . , g• ∈ G},

and we say that f is bounded if its norm is finite. Denote by C•cb(G;R) the subspace
of continuous bounded functions.

The space of continuous (bounded) G-invariant functions is given by

C•c(b)(G;R)G := {f ∈ C•c(b)(G;R) | gf = f for all g ∈ G}.
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If we consider the standard homogeneous coboundary operator

δ• : C•c(G;R) −→ C•+1
c (G;R),

(δ•f)(g0, . . . , g•+1) :=

•+1∑
i=0

(−1)if(g0, . . . , gi−1, gi+1, . . . , g•+1),

we can notice that δ• preserves both the G-invariance and the boundedness.

Definition 10.2.1. The continuous bounded cohomology with real coefficients
H•cb(G;R) is the homology of the complex (C•cb(G;R)G, δ•). Similarly, the continuous
cohomology H•c(G;R) is the homology of the complex (C•c(G;R)G, δ•).

Remark 10.2.2. (1) For a discrete group G, the definitions above boil down
to the usual definitions of (bounded) group cohomology: up to the additional
condition of continuity of the functions, they are exactly the same as the
ones for discrete groups presented in the introduction (see Definition 12 and
before).

(2) Continuous (bounded) cohomology can be defined with more general coef-
ficients and computed by more than this resolution. For example, as for
discrete groups, there is an inhomogeneous resolution (or bar resolution)
that is particularly useful in low degrees (compare with Definition 14).

Notice that H•cb(G;R) admits a canonical seminormed structure obtained by
considering the quotient seminorm

‖α‖ := inf{‖f‖∞ | [f ] = α , f ∈ C•cb(G;R)},

with α ∈ H•cb(G;R). Beyond the canonical seminorm, a way to measure the gap
between the continuous cohomology and its bounded version relies on the comparison
map

c•G : H•cb(G;R) −→ H•c(G;R), [f ]b 7−→ [f ],

which is the map induced in cohomology by the canonical inclusion

ι• : C•cb(G;R) −→ C•c(G;R).

The comparison map is in general neither injective nor surjective, since this is the
case for discrete groups. But what can we say about the comparison map if G is a
Lie group?

Conjecture 10.2.3 ([Dup79, Mon06a]). If G is a connected semisimple Lie
group without compact factors and with finite center, then the comparison map is an
isomorphism.

Why do we concentrate on connected semisimple Lie groups without compact
factors and with finite centre here?
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Proposition 10.2.4 (Corollary 7.5.10 in [Mon01]). Let G be a locally compact
second countable topological group. Suppose R / G is a normal closed amenable
subgroup. Then there is an isometric isomorphism H•cb(G) ∼= H•cb(G/R).

Applying this proposition repeatedly, we get the following corollary:

Corollary 10.2.5. Let G be a connected Lie group. Then there is a connected
semisimple center-free Lie group without compact factors G′ such that H•cb(G) ∼=
H•cb(G

′).

Proof. Let G̃ be the universal covering group of G. Then the kernel of the
projection G̃→ G is in the centre of G̃, so H•cb(G) ∼= H•cb(G̃). Let R be the solvable
radical of G̃, that is the maximal connected normal solvable subgroup of G̃. If S
is a maximal connected semisimple subgroup of G̃, then G̃ = R o S (this is called
the Levi–Malcev decomposition). We get H•cb(G) ∼= H•cb(G̃/R) ∼= H•cb(S). The simply
connected semisimple Lie group S is a direct product of simple Lie groups. If we
factor out the compact factors of S, we get a simply connected semisimple Lie group
S′ without compact factors such that H•cb(G) ∼= H•cb(S

′). Factoring out the centre of
S′, we arrive at G′. �

This makes intuitive sense: abelian or compact factors give us non-negatively
curved symmetric spaces and bounded cohomology “detects” negative curvature.
Continuous cohomology, on the other hand, is not invariant under amenable extensions,
but only under finite extensions. Therefore the conjecture is as ambitious as possible.
S̃L2(R) is an example of a connected simple non-compact Lie group with infinite
centre for which the comparison map is not injective in degree two, and not surjective
in degree three.

How can we approach Conjecture 10.2.3? Finding resolutions to compute the
continuous (bounded) cohomology of our groups is a good start.

Theorem 10.2.6 (see Appendix A in [DlCM19]). Let G be a connected semisim-
ple Lie group without compact factors and with finite center. Let X be the associated
symmetric space and let Xc be its compact dual. Then

H•c(G) = Ω•(X)G = H•(Xc),

where Ωk(X)G denotes the G-invariant differential k-forms on X.

The cohomology of (irreducible) compact symmetric spaces is well studied (see
[MT91]), so this resolution is very useful. For continuous bounded cohomology there
is also a prominent resolution, which is explained in the next chapter (see Section
11.2). Unfortunately, the continuous bounded cohomology remains very hard to
compute in higher degree. This is one of the reasons why Conjecture 10.2.3 is still
wide open.
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To finish this chapter, let us look at some of the evidence we have for Con-
jecture 10.2.3. In degrees 0 and 1 the conjecture is known and not difficult (see
for example [DlCM19, p. 28]). In degree 2 it was proven by Burger–Monod in
[BM99]. In degree 3 we still know the conjecture for a few groups of rank 1: The
conjecture holds for SLn(R) ([BM02, Mon04]), SLn(C) ([Gon93, Blo00, Mon04])
and SO+(n, 1) ([Pie18a]). It was also proven in degree 3 for Sp2r(C) for r ≥ 1 in
[DlCM19]. In degree 4 the conjecture is already only known for a single group,
namely SL2(R) ([HO15]). In general for degree n > 2 the surjectivity of the compari-
son map is often known, while the injectivity remains mysterious. For more references
concerning Conjecture 10.2.3 see Section 1.5 in [DlCM19] or the introduction of
[Ott21].



CHAPTER 11

CONTINUOUS BOUNDED
COHOMOLOGY,

REPRESENTATIONS AND
MULTIPLICATIVE CONSTANTS

ALESSIO SAVINI

What is . . . a multiplicative constant? Given a torsion-free lattice Γ ≤ G in a
simple Lie group and a representation ρ : Γ → H into a locally compact group, a
multiplicative constant is a numerical invariant which encodes important information
about the conjugacy class of ρ.

A multiplicative constant is usually defined in terms of continuous bounded
cohomology, its absolute value is bounded from above and its maximality implies the
extendability of the representation to the ambient group.

We are going to give a general framework in which one can define the notion of
multiplicative constant. Then we are going to specialize it to several examples.
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11.1. Continuous bounded cohomology

Let G be a locally compact group. We use the definitions around continuous
(bounded) cohomology introduced in Section 10.2. Building on them, we briefly recall
here some more properties of continuous bounded cohomology that we will exploit
later. We again refer the reader to the work of Burger and Monod [Mon01, BM02]
for more details.

It should be clear to the reader who is confident with homological algebra that
both continuous cohomology and continuous bounded cohomology are functorial.
More precisely, given a continuous representation ρ : G→ H into a locally compact
group H, this induces a canonical map at the level of cochains

C•c(b)(ρ) : C•c(b)(H;R) −→ C•c(b)(G;R), C•c(b)(ρ)(ψ)(g0, . . . , g•) := ψ(ρ(g0), . . . , ρ(g•)).

It is easy to verify that the above map is a well-defined map preserving boundedness.
Additionally it restricts to the subcomplexes of invariant vectors, hence it induces a
map at the level of cohomology groups

H•c(b)(ρ) : H•c(b)(H;R) −→ H•c(b)(G;R).

Given a closed subgroup L ≤ G, we have that the map induced by the inclusion
i : L → G is realized by the restriction map. Such a map admits a left inverse in
the particular case when the quotient L\G admits a finite G-invariant measure (for
instance L is a lattice in G). In this case one can define the map

t̂rans
•
L : C•cb(L;R)L −→ C•cb(G;R)G,

t̂rans
•
L(ψ)(g0, · · · , g•) :=

∫
L\G

ψ(gg0, · · · gg•)dµ(g),

where g ∈ L\G is the equivalence class of g in the quotient and µ is the normalized
G-invariant measure on L\G.

Definition 11.1.1. The cohomological transfer map is the map induced in
cohomology by t̂rans

•
L, namely

trans•L : H•cb(L;R) −→ H•cb(G;R).
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It is worth noticing that the existence of the transfer map relies crucially on
the boundedness of cochains. To define a similar map in the context of continuous
cohomology, one needs to require additional assumptions, such as the uniformity of
the lattice (see [Mon01, Section 8.6]).

11.2. Measurable and essentially bounded functions

It may reveal quite hard to compute the continuous bounded cohomology of a
locally compact group G with the only help of Definition 10.2.1. To circumvent
this problem Burger and Monod in their works [Mon01, BM02] exploited strong
resolutions by relatively injective modules. This machinery would be too technical to
be presented in this expository report, so we prefer to omit it. We instead focus our
attention only on a specific resolution.

Consider a simple Lie group of non-compact type G (or a lattice inside such a Lie
group) and consider a measure space (X, ν) on which G acts measurably preserving
the measure class of ν. We denote by

B∞(X•+1;R) := {f : X•+1 → R | f measurable and bounded}

the space of bounded measurable functions on X•+1. Similary, the space of essentially
bounded functions on X•+1 is

L∞(X•+1,R) := B∞(X•+1;R)/ ∼

where f ∼ f ′ if they coincide on a set of full measure. With an abuse of notation,
we are going to refer to elements of L∞ by dropping the parenthesis and considering
only a representative of the class.

We endow B∞(X•+1;R) (respectively L∞(X•+1,R)) with the usual G-action

(gf)(ξ0, . . . , ξ•) := f(g−1ξ0, . . . , g
−1ξ•),

for every g ∈ G and almost every ξ0, · · · , ξ• ∈ X. We say that a function f : X•+1 → R
is alternating if it holds

sign(σ)f(ξ0, . . . , ξ•) = f(ξσ(0), . . . , fσ(•)),

where σ ∈ S•+1 is a permutation and sign(σ) denotes its signature (see Remark 13).
Together with the standard homogeneous coboundary operator we get two complexes
(B∞(X•+1;R), δ•) and (L∞(X•+1,R), δ•).

Theorem 11.2.1 ([Mon01, Theorem 7.5.3]). Let G be a simple Lie group of
non-compact type. Consider X = G/P where P is a minimal parabolic subgroup of
G. Then it holds

H•(L∞(X•+1,R)G) ∼= H•cb(G;R),
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and the isomorphism preserves the standard seminormed structures. The same result
holds if we substitute G with one of its lattices or we consider the subcomplex of
alternating functions.

Example 11.2.2. Set G = PSL2(R). Let X = S1 be the circle and consider
the stabilizer P = StabPSL2(R)(ξ0) of a fixed point ξ0 ∈ S1. Since it holds that
S1 ∼= PSL2(R)/P , then by Theorem 11.2.1 we get

H•cb(PSL2(R);R) ∼= H•(L∞((S1)•+1,R)PSL2(R)).

Example 11.2.3. Consider G = Isom+(H3), for n ≥ 3. Let X = S2 be the sphere
at infinity and consider P = StabIsom+(H3)(ξ0) for a fixed ξ0 ∈ S2. Since we have
S2 ∼= Isom+(H3)/P , then by Theorem 11.2.1 we get

H•cb(Isom
+(H3);R) ∼= H•(L∞((S2)•+1,R)Isom+(H3)).

To get the same isomorphism in higher dimension we need to introduce a twisted
action on the real coefficients of the cohomology groups. For more details we refer
the reader to [BBI13, Section 2].

Also the resolution of measurable bounded functions (B∞(X•+1;R), δ•) can be
used to gain precious information about the bounded cohomology of G.

Theorem 11.2.4 ([BI02, Corollary 2.2]). Let (X, ν) be a measure G-space where
the measure class of ν is preserved by the G-action. Then there exists a canonical
map

c• : H•(B∞(X•+1;R)G)→ H•cb(G;R) .

Example 11.2.5. Let G = Homeo+(S1) the group of orientation-preserving
homeomorphisms of the circle. For a fixed orientation, we can define a measurable
function as follows

o : (S1)3 −→ R , o(ξ0, ξ1, ξ2) :=


1/2 if ξ0, ξ1, ξ2 are positively oriented

−1/2 if ξ0, ξ1, ξ2 are negatively oriented

0 otherwise.

One can check that o is an alternating, Homeo+(S1)-invariant bounded measurable
cocycle. It is called the orientation cocycle.

Using Theorem 11.2.4 we have a map

c2 : H2(B∞((S1)•+1;R)Homeo+(S1))→ H2
b(Homeo+(S1);R),

where we considered Homeo+(S1) with the discrete topology. The class c2[o] ∈
H2
b(Homeo+(S1);R) is non-trivial and it is called bounded Euler class ebR.
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Example 11.2.6. Set G = Isom+(H3) and consider X = S2. We define the
volume function as

Vol3 : (S2)4 −→ R , Vol3(ξ0, . . . , ξ3) =

∫
∆(ξ0,...,ξ3)

ω,

where ω ∈ Ω3(H3)Isom+(H3) is the volume form and ∆(ξ0, . . . , ξ3) is the hyperbolic
convex hull of the 4-tuple. The function Vol3 is alternating, Isom+(H3)-invariant and
measurable. Moreover, its absolute value is bounded from above by the volume v3 of
a regular ideal tetrahedron (see Section 2.0.1).

Again by Theorem 11.2.4 we have a map

c3 : H3(B∞((S2)•+1;R)Isom+(H3)) −→ H3
cb(Isom

+(H3);R),

which, in this case, is induced by the projection B∞((S2)•+1;R)→ L∞((S2)•+1,R).
The class Θb

3 := c3[Vol3] is non-trivial and it is called the Volume class. The volume
class Θb

3 is a generator for the group H3
cb(Isom

+(H3);R).

Example 11.2.7. Let G be a simple Hermitian Lie group, that is whose associated
symmetric space X admits a G-invariant complex structure J which is compatible
with the Riemannian metric 〈·, ·〉. We can define the Kähler form ω ∈ Ω2(X )G as

ωa(X,Y ) := 〈JaX,Y 〉a,

for every a ∈ X and X,Y ∈ TaX . For any triple of distinct points a, b, c ∈ X we can
define

cω(a, b, c) :=
1

2π

∫
∆(a,b,c)

ω,

where ∆(a, b, c) is a triangle with geodesic sides. The function cω is bounded,
alternating and it satisfies the cocycle condition (since ω is closed). Additionally it
can be extended measurably to the Shilov boundary ŠX of the symmetric space X
[CØ03], producing a bounded measurable cocycle

βX : (ŠX )3 −→ R,

called Bergmann cocycle. Recalling that the Shilov boundary is a homogeneous
G-space identified with the quotient of G by a suitable maximal parabolic subgroup,
thanks to Theorem 11.2.4 we get a map

c2 : H2(B∞((ŠX )•+1;R)G) −→ H2
cb(G;R).

The class defined by κbG := c2[βX ] is non-trivial and it is called bounded Kähler class.
It is a generator for the group H2

cb(G;R), which is one-dimensional.
Notice that in the particular case of G = PU(1, 1) ∼= PSL2(R), the Shilov

boundary is the circle S1 and the Bergmann cocycle boils down to the orientation
cocycle of Example 11.2.5.



110 11. MULTIPLICATIVE CONSTANTS

We conclude by showing how one can implement efficiently the pullback map in
bounded cohomology. Let ρ : G→ H be a continuous representation into a locally
compact group H and let (Y, θ) a measure space on which H acts by preserving the
measure class of θ.

Definition 11.2.8. Let P be a minimal parabolic subgroup of G. A boundary
map is a measurable map ϕ : G/P → Y which is ρ-equivariant, that is

ϕ(gξ) = ρ(g)ϕ(ξ),

for almost every g ∈ G and almost every ξ ∈ G/P . On G we are considering the
Haar measurable structure.

A boundary map is a powerful tool to compute an explicit representative of a
pullback map. Indeed one has the following

Theorem 11.2.9 ([BI02, Corollary 2.7]). Let ρ : G→ H be a continuous represen-
tation. Suppose that ρ admits a boundary map ϕ : G/P → Y . Let α ∈ H•cb(H;R) be a
bounded class which is represented by a measurable function ψ ∈ B∞(Y •+1;R)H , that
is c•([ψ]) = α. Then the pullback class H•cb(ρ)(α) admits as a canonical representative

C•(ϕ)(ψ)(ξ0, . . . , ξ•) := ψ(ϕ(ξ0), . . . , ϕ(ξ•)) ∈ L∞((G/P )•+1,R)G.

11.3. Multiplicative constants

Having introduced all the tools that we needed, we are finally ready to state the
main result about multiplicative constants. The result is quite technical, so we are
going to give some examples later for the sake of clearness.

Theorem 11.3.1 ([BI09]). Let Γ ≤ G be a lattice in a simple Lie group of non-
compact type and let ρ : G→ H a continuous representation into a locally compact
group. Let P ≤ G be a minimal parabolic subgroup and let (Y, θ) be a measurable
H-space where the measure class of θ is preserved by H. Suppose that there exists
a boundary map ϕ : G/P → Y . Consider ψ′ ∈ B∞(Y •+1;R)H an alternating H-
invariant bounded measurable cocycle. Fix an alternating G-invariant essentially
bounded cocycle ψ ∈ L∞((G/P )•+1,R)G and denote by Ψ ∈ H•cb(G;R) its associated
class. If H•cb(G;R) ∼= R ·Ψ, then there exists a real number λψ′,ψ(ρ) ∈ R such that

(11.1)
∫

Γ\G
ψ′(ϕ(gξ0), . . . , ϕ(gξ•))dµ(g) = λψ′,ψ(ρ)ψ(ξ0, . . . , ξ•) + coboundary.

for almost every ξ0, . . . , ξ• ∈ G/P .

Definition 11.3.2. In the situation of Theorem 11.3.1, we call the number
λψ′,ψ(ρ) multiplicative constant associated to the representation ρ and the cocycles
ψ′, ψ.
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Suppose now that in Equation (11.1) no coboundary terms appear. Then it is
easy to verify that

(11.2) |λψ′,ψ(ρ)| ≤ ‖ψ
′‖∞

‖ψ‖∞
.

This leads naturally to the following

Definition 11.3.3. In the situation of Theorem 11.3.1, suppose that no cobound-
ary terms appear in Equation (11.1). We say that a representation is maximal if it
satisfies

|λψ′,ψ(ρ)| = ‖ψ
′‖∞

‖ψ‖∞
.

Remark 11.3.4. There are many situations in which no coboundary terms appear
in Equation (11.1) (see [BI09, Remark 3.2]). For instance this happens when Γ

admits an ergodic action on the product (G/P )• [BM96].

11.4. Examples and applications

11.4.1. The Euler invariant of a representation. Let G = PSL2(R) and
consider a torsion-free uniform lattice Γ ≤ G. Consider H = Homeo+(S1) and let
Y = S1 endowed with the usual Lebesgue measure. Denote by Σ = Γ\H2 the closed
hyperbolic surface associated to Γ. Recall that by the Gromov Mapping Theorem
[Gro82], we have an isomorphism H2

b(Γ;R) ∼= H2
b(Σ;R).

Definition 11.4.1. The Euler invariant associated to the representation ρ : Γ→
H is the number

eu(ρ) := 〈c2
Σ ◦H2

b(ρ)(ebR), [Σ]〉,

where c2
Σ is the comparison map relative to the surface Σ, [Σ] ∈ H2(Σ;R) is a fixed

fundamental class and 〈·, ·〉 denotes the Kronecker pairing (see Equation (E1) from
the Introduction).

Since H2
b(ρ) depends only on the conjugacy class of ρ, the same holds for eu(ρ).

We are going to understand the relation between the Euler invariant and the notion
of multiplicative constant. Suppose that there exists a boundary map ϕ : S1 → S1

for ρ (for instance ρ is non-elementary). In the notation of Theorem 11.3.1, we fix
ψ′ = ψ = o, where o is the orientation cocycle of Example 11.2.5.

As mentioned at the end of Example 11.2.7, the Euler class ebR ∈ H2
cb(PSL2(R);R)

is a generator. Hence the hypotheses of Theorem 11.3.1 are satisfied and we get that
there exists a real number λo,o(ρ) which satisfies∫

Γ/PSL2(R)
o(ϕ(gξ0), ϕ(gξ1), ϕ(gξ2))dµ(g) = λo,o(ρ)o(ξ0, ξ1, ξ2),
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for almost every ξ0, ξ1, ξ2 ∈ S1. We did not write any coboundary term in the above
formula since it is known that Γ acts doubly ergodically on S1 (see Remark 11.3.4).
As a consequence, if we specialize Equation (11.2) to this particular case, we obtain

(11.3) |λo,o(ρ)| ≤ 1.

As shown by Iozzi [Ioz02], it holds that

eu(ρ) = λo,o(ρ) · χ(Σ),

and thanks to Equation (11.3) it follows immediately that

|eu(ρ)| ≤ |χ(Σ)|.

Those representations which attain the maximum are called maximal (see Definition
11.3.3). One has the following

Theorem 11.4.2 ([Mat87, Ioz02]). Let Γ ≤ PSL2(R) be a torsion-free uni-
form lattice and let ρ : Γ → Homeo+(S1). Then ρ is maximal if and only if it is
semiconjugated to the standard lattice embedding Γ→ PSL2(R).

11.4.2. The volume of a representation and Mostow Rigidity Theorem.
Let G = H = Isom+(H3) and consider a torsion-free uniform lattice Γ ≤ G (the
theorem holds also for non-uniform ones, but the notation is easier in the compact
case). Denote by M = Γ\H3 the closed hyperbolic 3-manifold associated to Γ.

Definition 11.4.3. The volume of the representation ρ : Γ→ H is the number

Vol(ρ) := 〈c3
M ◦H3

b(ρ)(Θ3
b), [M ]〉,

where c3
M is the comparison map associated to M , [M ] ∈ H3(M ;R) is a fixed

fundamental class and 〈·, ·〉 is the Kronecker pairing.

Notice that we exploited tacitly Gromov’s Theorem identifying H3
b(Γ;R) ∼=

H3
b(M ;R). Also in this case, the volume is constant along the conjugacy class

of ρ and it is related to the notion of multiplicative constant. By fixing Y = S2, we
are going to suppose that ρ admits a boundary map ϕ : S2 → S2 (for instance ρ is
non-elementary). Following the notation of Theorem 11.3.1, we set ψ′ = ψ = Vol3,
where Vol3 is the volume function of Example 11.2.6.

Since the volume class Θb
3 ∈ H3(Isom+(H3);R) is a generator, we can apply again

Theorem 11.3.1. Hence there exists λVol3,Vol3(ρ) such that∫
Γ\Isom+(H3)

Vol3(ϕ(gξ0), . . . , ϕ(gξ3))dµ(g) = λVol3,Vol3(ρ)Vol(ξ0, . . . , ξ3),
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for almost every ξ0, · · · , ξ3 ∈ S2. Since Γ acts doubly ergodically on S2, there are no
coboundary terms (Remark 11.3.4) and using Equation 11.2 we deduce

(11.4) |λVol3,Vol3(ρ)| ≤ 1.

Bucher, Burger and Iozzi [BBI13] proved that

Vol(ρ) = λVol3,Vol3(ρ) ·Vol(M),

which implies, together with Equation (11.4), the following estimate

|Vol(ρ)| ≤ Vol(M).

A representation attaining the maximum is called maximal and for that we have a
sort of Mostow Rigidity Theorem.

Theorem 11.4.4 ([BBI13]). Let Γ ≤ Isom+(H3) a torsion-free uniform lattice
and let ρ : Γ→ Isom+(H3) be a representation. Then Vol(ρ) = Vol(M) if and only if
ρ is conjugated to the standard lattice embedding.

11.4.3. Toledo invariant and higher Teichmüller theory. Let Γ ≤ PSL2(R)

be a torsion-free uniform lattice and let H be a Hermitian Lie group. Consider the
closed hyperbolic surface Σ = Γ\H2 associated to Γ.

Definition 11.4.5. The Toledo invariant of a representation ρ : Γ→ H is the
real number

Tb(ρ) := 〈c2
Σ ◦H2

b(ρ)(κbH), [Σ]〉,

where the notation we used is the same of Definition 11.4.1.

Let X be the symmetric space associated to H and let Y = ŠX be the Shilov
boundary. We are going to suppose that ρ admits a boundary map ϕ : S1 →
ŠX . Burger and Iozzi [BI04] proved that a boundary map exists for Zariski dense
representations. Following the notation of Theorem 11.3.1, we set ψ′ = βX and ψ = o,
where βX is the Bergmann cocycle of Example 11.2.7.

Since the bounded Kähler class κbH ∈ H2
cb(H;R) is a generator, Theorem 11.3.1

guarantees the existence of a number λβX ,o(ρ) such that∫
Γ\PSL2(R)

βX (ϕ(gξ0), ϕ(gξ1), ϕ(gξ2))dµ(g) = λβX ,o(ρ)o(ξ0, ξ1, ξ2),

for almost every ξ0, ξ1, ξ2 ∈ S1. The ubiquitous double ergodic action of Γ on S1

allows to omit the coboundary term (Remark 11.3.4). Equation (11.2) implies that

(11.5) |λβX ,o| ≤ rank(X ),
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where rank(X ) denotes the real rank of X (i.e. the dimension of a maximal flat).
Burger, Iozzi and Wienhard [BIW10] related the Toledo invariant to the multiplica-
tive constant λβX ,o as follows

Tb(ρ) = λβX ,o · χ(Σ).

Using jointly the equation above with Equation (11.5) we immediately argue that

|Tb(ρ)| ≤ rank(X ) · |χ(Σ)|.

Also in this case, a representation attaining the maximum is called maximal. Maximal
representations are crucial in the study of higher Teichmüller theory and they were
completely characterized by Burger, Iozzi and Wienhard. Before giving the statement,
recall that a Hermitian symmetric space is of tube type if it can be written as V + iΩ,
where V is a real vector space and Ω is an open cone in V .

Theorem 11.4.6 ([BIW10]). Let Γ ≤ PSL2(R) be a torsion-free uniform lattice
and let ρ : Γ → H be a representation into a Hermitian Lie group. Denote by
L = ρ(Γ)

Z
the Zariski closure of the image and let L = L(R)◦ be the connected

component of the real points. If ρ is maximal then L is reductive, the centralizer
ZH(L) is compact and the symmetric space associated to L is of tube type. Moreover
ρ is discrete and injective.



CHAPTER 12

THE PROPORTIONALITY
PRINCIPLE VIA BOUNDED

COHOMOLOGY
FILIPPO BARONI

In Chapter 2 we have seen a geometric proof of Gromov’s Proportionality Principle
(Theorem 5 in the introduction), a classical result that establishes a connection between
the topology of a closed Riemannian manifold (namely, its simplicial volume) and its
geometric structure. In this chapter we will present a more “algebraic” proof, relying
heavily on the isometric isomorphism between singular and continuous cohomology.
Our strategy involves finding a specific continuous cohomology class (the volume
coclass), whose `∞-seminorm will determine the proportionality constant between
Riemannian and simplicial volume. Finally, as an application, we will compute this
constant for hyperbolic manifolds, showing that their simplicial volume is always
non-vanishing.

For simplicity, we will also assume that M is orientable; the non-orientable case
can be easily dealt with by taking the orientable double covering of M and exploiting
the multiplicativity of simplicial volume for finite coverings.
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The aim of this chapter is to prove a generalization of the proportionality principle
presented in Chapter 2 (Theorem 2.0.1).

Theorem 12.0.1. Let M be a closed Riemannian manifold. Then the ratio
between its simplicial and Riemannian volume only depends on the isometry type of
the universal Riemannian covering of M .

We will present a proof of this fact by means of (continuous) bounded cohomology,
while also finding a somewhat explicit expression for the proportionality constant.
We will work under the hypothesis that M is non-positively curved, which will
greatly simplify our exposition by providing us with a very convenient straightening
procedure. This restriction, however, is not necessary: for a fully general proof of the
proportionality principle, using a similar strategy but more advanced techniques, we
refer the reader to [Fri11].

12.1. Straightening in non-positive curvature

The proof presented in Chapter 2 relies on a straightening operator that turns
arbitrary singular simplices of M into smooth ones. In this section we will discuss a
similar procedure that generalizes well to non-hyperbolic manifolds.

12.1.1. Straight simplices. Let M̃ be a simply-connected oriented complete
Riemannian n-manifold with non-positive sectional curvature: the Cartan–Hadamard
Theorem implies that every pair of points in M̃ is connected by a unique geodesic.
We will now describe a straightening procedure for simplices in M̃ .

Let x0, . . . , xk be points in M̃ . The straight simplex with vertices x0, . . . , xk is
the (k + 1)-simplex [x0, . . . , xk] : ∆k → M̃ defined inductively as follows:

• for k = 0, the straight simplex [x0] is simply the point x0;
• for k > 0, the straight simplex [x0, . . . , xk] is the “geodesic cone” with
vertex xk and base [x0, . . . , xk−1]; more precisely, for every z ∈ ∆k−1 ⊆ ∆k,
the restriction of [x0, . . . , xk] to the segment with endpoints1 z and ek

1Here ei denotes the ith vertex of the standard simplex ∆k ⊆ Rk+1.
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is the constant-speed parametrization of the geodesic in M̃ connecting
[x0, . . . , xk−1](z) and xk.

Since geodesics depend continuously (smoothly) on their endpoints, it is easy to
see that [x0, . . . , xk] is indeed a continuous (smooth) map from ∆k to M̃ .

12.1.2. The straightening chain map. We can exploit the procedure we have
described to define a straightening chain map. For every k-simplex s set

s̃trk(s) := [s(e0), . . . , s(ek)];

if we extend by linearity, we get a map s̃trk : Ck(M̃)→ Ck(M̃) for every k.
Let G be the group of orientation-preserving isometries of M̃ . Recall that the

chain modules2 C•(M̃) are naturally endowed with a left G-action. We have the
following.

Proposition 12.1.1 ([Fri17, Proposition 8.11]). The maps s̃trk : Ck(M̃) →
Ck(M̃) enjoy these properties:

(1) s̃trk(s) is a smooth simplex for every k-simplex s;
(2) ∂ ◦ s̃trk = s̃trk−1 ◦ ∂ (where ∂ is the boundary map); therefore,

s̃tr• : C•(M̃) −→ C•(M̃)

is a chain map;
(3) the chain map s̃tr• is G-invariant;
(4) the chain map s̃tr• is homotopic to the identity through a G-invariant homo-

topy sending smooth simplices to a linear combination of smooth simplices.

This allows us to extend our straightening procedure to possibly non-simply
connected manifolds. Let M be an oriented closed connected Riemannian n-manifold
with non-positive sectional curvature, and let p : M̃ →M be its universal covering.
Denote by Γ the subgroup of G given by the deck transformations of p. We will
maintain this notation until the end of this chapter. Proposition 12.1.1 immediately
gives the following.

Corollary 12.1.2. There exists a chain map str• : C•(M)→ C•(M) such that:

(1) strk(s) is a smooth simplex for every k-simplex s;
(2) str• is homotopic to the identity through a homotopy sending smooth simplices

to linear combinations of smooth simplices.

2We adopt the usual convention of omitting the coefficient group when dealing with homology and
cohomology with real coefficients.
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12.2. Duality and the volume coclass

In this section we will explore the strong connection between simplicial volume
and bounded cohomology, providing a proof of the Duality Principle (Proposition 10).
We will then construct a cohomology class (the so-called volume coclass) whose `∞

seminorm is exactly equal to the ratio between the Riemannian and the simplicial
volume of M .

12.2.1. Duality. We first introduce a classical duality result relating the `1 and
`∞-seminorms.

Proposition 12.2.1. Let X be a topological space. For every homology class
α ∈ Hk(X) the following holds:

‖α‖1 = max
{
|〈β, α〉| : β ∈ Hk(X), ‖β‖∞ ≤ 1

}
,

where 〈−,−〉 denotes the Kronecker pairing (see Equation (E1) from the Introduction).

Proof. The inequality (≥) follows immediately from the fact that

|〈β, α〉| ≤ ‖β‖∞ · ‖α‖1 ≤ ‖α‖1

for every β whose seminorm is not greater than 1. For the opposite inequality,
let a ∈ Ck(X) be a cycle representing α. Let B ⊆ Ck(X) be the subspace of the
boundaries. The Hahn–Banach Theorem guarantees the existence of a functional
ϕ : Ck(X)→ R of norm at most 1 that vanishes on B and satisfies

ϕ(a) = inf {‖a− b‖1 : b ∈ B} = ‖α‖1,

proving the inequality (≤). �

Let [M ] ∈ Hn(M) be the (real) fundamental class of M , i.e. the image of the
integral fundamental class [M ]Z under the change of coefficients map Hn(M ;Z)→
Hn(M). By Poincaré duality, there exists a unique cohomology class [M ]∗ ∈ Hn(M)

such that 〈[M ]∗, [M ]〉 = 1; we call it the fundamental coclass of M .
We denote by ‖M‖ the simplicial volume of M , i.e. the `1-seminorm of its

fundamental class [M ].

Proposition 12.2.2. We have ‖M‖ = (‖[M ]∗‖∞)−1 (we agree that ∞−1 = 0).

Proof. By Proposition 12.2.1 we have

‖M‖ = max {〈β, [M ]〉 : β ∈ Hn(M), ‖β‖∞ ≤ 1} .

If ‖[M ]∗‖∞ =∞ then every non-trivial cohomology class is unbounded, therefore the
right-hand side vanishes. Otherwise [M ]∗/ ‖[M ]∗‖∞ is the only coclass of seminorm
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1, therefore

‖M‖ =
1

‖[M ]∗‖∞
· 〈[M ]∗, [M ]〉 =

1

‖[M ]∗‖∞
. �

12.2.2. The volume cocycle. We will now define an explicit cocycle which
will turn out to be very useful in our proof of the proportionality principle. For every
n-simplex s of M , let

VolM (s) :=

∫
strn(s)

ω,

where ω denotes the Riemannian volume form of M . Extending by linearity, we get
a cochain VolM ∈ Cn(M), which we name volume cochain of M . Actually, it is easy
to see that VolM is a cocycle. In fact, for every c ∈ Cn+1(M) we have∫

strn(dc)
ω =

∫
d strn+1(c)

ω =

∫
strn(c)

dω = 0,

where we used the fact that str• is a chain map and Stoke’s theorem.

12.2.3. The volume coclass. The following proposition explains our interest
in the volume cocycle.

Proposition 12.2.3. Let [VolM ] ∈ Hn(M) be the cohomology class of the volume
cocycle. Then the following holds:

[VolM ] = vol(M) · [M ]∗,

where vol(M) denotes the Riemannian volume of M .

Proof. Let c ∈ Cn(M) be the cycle associated to a smooth triangulation of M ;
it is well known that c is a representative of the fundamental class ofM . Since Hn(M)

is one-dimensional, we have [VolM ] = VolM (c) · [M ]∗ (recall that 〈[M ]∗, [c]〉 = 1). But

VolM (c) =

∫
strn(c)

ω =

∫
c
ω +

∫
strn(c)−c

ω =

∫
c
ω = vol(M),

where the integral over strn(c)− c vanishes due to Stoke’s theorem, since by Corollary
12.1.2 the chain strn(c)− c is a linear combination of smooth boundaries. �

Corollary 12.2.4. We have
‖M‖

vol(M)
=

1

‖[VolM ]‖∞
.

Proof. The equality follows immediately from Propositions 12.2.2 and 12.2.3. �

12.3. Continuous cohomology

It’s apparent from Corollary 12.2.4 that proving the Proportionality Principle
reduces to showing that the norm ‖[VolM ]‖∞ only depends on the universal covering
M̃ . The main ingredient of the proof (which we will carry out in Section 12.4) is
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the isomorphism between the Γ-invariant and the G-invariant cohomology groups of
M̃ . This isomorphism, however, only holds in the setting of continuous cohomology,
which we briefly introduce here.

12.3.1. Definition. If X is a topological space, denote by Sk(X) the set of
singular k-simplices ∆k → X, endowed with the compact-open topology.

Definition 12.3.1. A cochain ϕ ∈ Ck(X) is continuous if the restriction

ϕ|Sk(X) : Sk(X) −→ R

is continuous.

It is easy to see that the coboundary map sends continuous cochains to continuous
cochains. We denote by C•c(X) the subcomplex of continuous cochains, and by H•c(X)

the cohomology groups of this subcomplex.

12.3.2. Continuous cochains as an injective resolution of R. Although
the final theorem of this section will be crucial in our argument for the proportionality
principle, we have decided to omit the proofs of the other intermediate results, since
the insight they provide does not justify the effort required to report them. We
will therefore simply state these results, referring the interested reader to [Fri17,
Propositions 8.4 and 8.5, Theorem 4.14].

Lemma 12.3.2. For every k ≥ 0, the RΓ-modules Ck(M̃) and Ck
c (M̃) are injective

as RΓ-modules.

Proposition 12.3.3. The complexes

0 R C0(M̃) C1(M̃) · · · Ck(M̃) · · ·

and

0 R C0
c(M̃) C1

c(M̃) · · · Ck
c (M̃) · · ·

are injective resolutions of the trivial RΓ-module R.

Proposition 12.3.4. Let A, B be RΓ-modules, and let I•, J• be injective resolu-
tions of A, B respectively. Let f : A→ B be a morphism of RΓ-modules. Then there
exists a chain map f• : I• → J• that extends f , i.e. makes the diagram

0 A I0 I1 . . . Ik . . .

0 B J0 J1 . . . Jk . . .

f f0 f1 fk

commute. Moreover, f• is unique up to Γ-homotopy.
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12.3.3. Continuous cohomology vs singular cohomology. Denote by C•(M̃)Γ

the subcomplex of C•(M̃) given by Γ-invariant cochains, and by H•(M̃)Γ its cohomol-
ogy groups. Similarly, denote by C•c(M̃)Γ the subcomplex of continuous Γ-invariant
cochains, and by H•c(M̃)Γ its cohomology groups. We have the following.

Lemma 12.3.5. The covering map p : M̃ →M induces chain maps

p• : C•(M) −→ C•(M̃)Γ, p• : C•c(M) −→ C•c(M̃)Γ,

which in turn induce isometric isomorphisms

H•(p•) : H•(M) −→ H•(M̃)Γ, H•(p•) : H•c(M) −→ H•c(M̃)Γ

in cohomology.

Proof. It is straightforward to check that p• : C•(M)→ C•(M̃)Γ is an isometric
isomorphism of cochain complexes. The only thing we are left to prove is that a
cochain ϕ ∈ Ck(M) is continuous if and only if p•(ϕ) is continuous. In [Fri11, Lemma
A.4] it is shown that p• : Sk(M̃)→ Sk(M) is a covering map, from which the claim
readily follows. �

Theorem 12.3.6. The inclusion of complexes i : C•c(M)→ C•(M) induces iso-
metric isomorphisms

H•(i•) : H•c(M) −→ H•(M)

in cohomology.

Proof. Consider the following diagram

0 R C0
c(M̃) C1

c(M̃) · · · Ck
c (M̃) · · ·

0 R C0(M̃) C1(M̃) · · · Ck(M̃) · · ·

idR j0 j1 jk

where j• : C•c(M̃)→ C•(M̃) is the inclusion map. By Proposition 12.3.3, the two rows
are injective resolutions of the trivial RΓ-module, and j• is a norm non-increasing
chain map extending the identity of R. It can be shown that there exists a norm non-
increasing chain map θ• : C•(M̃)→ C•c(M̃) extending the identity of R. (See [Fri17,
Theorem 4.16] for a detailed proof of this fact). By the uniqueness property stated
in Proposition 12.3.4, both j• ◦ θ• : C•(M̃)→ C•(M̃) and θ• ◦ j• : C•c(M̃)→ C•c(M̃)

are Γ-homotopic to the identity. As a consequence, we get norm non-increasing maps
in cohomology

H•(j•) : H•c(M̃)Γ −→ H•(M̃)Γ, H•(θ•) : H•(M̃)Γ −→ H•c(M̃)Γ
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which are inverses of each other. Specifically, H•(j•) are isometric isomorphisms.
Thanks to the commutative diagram

C•c(M) C•c(M̃)

C•(M) C•(M̃),

p•

'

i• j•

p•

'

whose horizontal arrows are isometric isomorphisms due to Lemma 12.3.5, we conclude
that H•(i•) : H•c(M)→ H•(M) are isometric isomorphisms as well. �

12.4. The proportionality principle

12.4.1. The transfer map. Denote by C•c(M̃)Γ, C•c(M̃)G the subcomplexes
of C•c(M̃) given respectively by Γ-invariant and G-invariant continuous cochains,
and let H•c(M̃)Γ, H•c(M̃)G be their respective cohomology groups. The inclusion
C•c(M̃)G → C•c(M̃)Γ induces maps in cohomology

res• : H•c(M̃)G −→ H•c(M̃)Γ

called restriction maps. Notice that these maps are norm non-increasing, if we endow
H•c(M̃)G and H•c(M̃)Γ with the seminorms induced by those of C•c(M̃)G and C•c(M̃)Γ.
Our efforts will be now devoted to finding norm non-increasing left inverses of res•,
in order to show that the restriction maps are isometric embeddings.

By the Myers–Steenrod Theorem [MS39], G admits a Lie group structure com-
patible with the compact-open topology. Therefore, there exists a left-invariant
Borel measure µ on G, unique up to scaling (the Haar measure); since G contains
a cocompact subgroup, the Haar measure is also right-invariant ([Sau02, Lemma
2.32]). Moreover, since Γ is a discrete subgroup of G and M = M̃/Γ is compact,
there exists a relatively compact measurable subset F ⊆ G such that {γ(F )}γ∈Γ is a
locally finite partition of G; we will normalize the Haar measure in such a way that
µ(F ) = 1.

We now proceed to define the transfer map. Given a continuous cochain ϕ ∈
Ck
c (M̃), set

transk(ϕ)(s) =

∫
F
ϕ(g · s)dµ(g)

for every k-simplex s. Notice that this definition makes sense, since ϕ(− · s) is a
continuous function from G to R, and F is a relatively compact subset of G. Extending
by linearity, we get maps

transk : Ck
c (M̃) −→ Ck(M̃).

Proposition 12.4.1. The maps transk enjoy the following properties:
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(1) δ◦transk = transk+1◦δ, i.e. trans• is a chain map (δ denotes the coboundary
map);

(2) for every ϕ ∈ Ck
c (M̃), the cochain transk(ϕ) is continuous;

(3) if ϕ is Γ-invariant, then transk(ϕ) is G-invariant;
(4) if ϕ is G-invariant, then transk(ϕ) = ϕ.

Proof. Properties (1) and (4) are very easy to check.

(2) Since M̃ is a metric space and ∆k is compact, the compact-open topology
on Sk(M̃) is induced by the distance

dist(s, s′) = sup
{

dist
M̃

(s(x), s′(x)) : x ∈ ∆k
}
.

Let s0 ∈ Sk(M̃), and fix ε > 0. Since F is compact in G, the set F · s0 =

{g · s0 : g ∈ F} is compact in Sk(M̃). By continuity of ϕ, there exists
η > 0 such that |ϕ(s′) − ϕ(s)| < ε for every s ∈ F · s0, s′ ∈ Sk(M̃) with
dist(s, s′) < η.
Let s ∈ Sk(M̃) with dist(s, s0) < η. Since G is a group of isometries of M̃ ,
we have that dist(g · s, g · s0) < η for every g ∈ G. But then∣∣∣transk(ϕ)(s)− transk(ϕ)(s0)

∣∣∣ ≤ ∫
F
|ϕ(g · s)− ϕ(g · s0)| dµ(g) < ε,

hence the continuity of transk(ϕ).
(3) Fix s ∈ Sk(M̃), g0 ∈ G. Since F is relatively compact in G, the same holds

for F · g0 and F · g−1
0 . We can therefore find elements γ1, . . . , γr ∈ Γ such

that

F · g0 ⊆
r⊔
i=1

γi · F and F · g−1 ⊆
r⊔
i=1

γ−1
i · F.

Set Fi = F ∩ (γ−1
i · F · g0). It is immediate to check that

F =

r⊔
i=1

Fi and F · g0 =

r⊔
i=1

γi · Fi.

By left and right G-invariance of µ and by Γ-invariance of ϕ we get

transk(ϕ)(g0 · s) =

∫
F
ϕ(gg0 · s)dµ(g)

=

∫
F ·g0

ϕ(g · s)dµ(g)

=

r∑
i=1

∫
γi·Fi

ϕ(g · s)dµ(g)

=

r∑
i=1

∫
Fi

ϕ(g · s)dµ(g)
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=

∫
F
ϕ(g · s)µ(g) = transk(ϕ)(s). �

Corollary 12.4.2. The restriction maps

res• : H•c(M̃)G −→ H•c(M̃)Γ

are isometric embeddings.

Proof. From Proposition 12.4.1, it readily follows that

trans• : C•c(M̃)Γ −→ C•c(M̃)G

is a well-defined chain map which restricts to the identity on G-invariant cochains.
It’s also clear from the definition that

∥∥transk(ϕ)
∥∥
∞ ≤ ‖ϕ‖∞ for every ϕ ∈ Ck

c (M̃)Γ

(recall that µ(F ) = 1). Therefore, looking at the induced maps in cohomology, we
get that

H•(trans•) : H•c(M̃)Γ −→ H•c(M̃)G

are norm non-increasing maps such that H•(trans•) ◦ res• = id, thus completing the
proof. �

12.4.2. Proof of the proportionality principle. In light of Corollary 12.2.3,
proving the proportionality principle is equivalent to showing that the seminorm of
the volume coclass of M only depends on the isometry type of M̃ . Let VolM , Vol

M̃

be the volume cocycles of M , M̃ respectively. We now remark a few properties of
these cocycles.

(1) VolM is a continuous cochain. In fact, if {si}i is a sequence of n-simplices
converging to s in the compact-open topology, then {strn(si)}i converges to
strn(s) in the C1 topology. The claim follows from the fact that integration
is continuous with respect to the C1 topology. Obviously, the same holds
for Vol

M̃
.

(2) Since p : M̃ →M is a local isometry, p•(VolM ) = Vol
M̃
.

(3) The cochain Vol
M̃

is G-invariant and, even more so, Γ-invariant.

Denote by [VolM ]c the coclass of VolM in the continuous cohomology group
Hn
c (M), and by [Vol

M̃
]Γc , [Vol

M̃
]Gc the coclasses of Vol

M̃
in the cohomology groups

Hn
c (M̃)Γ, Hn

c (M̃)G respectively. The following theorem will complete our proof of
Gromov’s proportionality principle, since the `∞-seminorm of the coclass [Vol

M̃
]Gc

only depends on the isometry type of M̃ .

Theorem 12.4.3. We have ‖[VolM ]‖∞ =
∥∥[Vol

M̃
]Gc
∥∥
∞.

Proof. Notice that all the maps in the following diagram are either isometric iso-
morphisms or isometric embeddings, due to Theorem 12.3.6, Lemma 12.3.5, Corollary
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12.4.2 respectively.

Hn(M) Hn
c (M) Hn

c (M̃)Γ Hn
c (M̃)G

Hn(i•) Hn(p•) resn

Moreover, [VolM ] on the left corresponds to [Vol
M̃

]Gc on the right, hence the equality
in the statement. �

12.5. Simplicial volume of hyperbolic manifolds

Let M be a closed hyperbolic n-manifold. Corollary 12.2.3 implies that the ratio
‖M‖/ vol(M) is a constant depending only on n; by Theorem 12.4.3, this constant can
be computed explicitly as

∥∥[VolHn ]Gc
∥∥
∞. In this section, our efforts will be devoted

to finding the value of this seminorm.

12.5.1. Simplices in Hn. We start by recalling a few elementary properties of
simplices in hyperbolic space. Denote by Hn

= Hn ∪ ∂Hn the usual compactification
of hyperbolic space. A geodesic k-simplex in Hn is the convex hull of some (k + 1)

points, called vertices of the simplex. A geodesic simplex is finite if all its vertices lie
in Hn, ideal if all its vertices lie in ∂Hn, regular if every permutation of its vertices is
induced by an isometry of Hn.

It is easy to see that geodesic simplices are exactly the images of straight simplices.
Moreover, for every positive real number ` there is exactly one (up to isometry) finite
regular geodesic n-simplex of edgelength `, denoted by τ`. Finally, there is exactly
one (always up to isometry) ideal regular geodesic n-simplex, which we will denote
by τ∞.

The following (hard) theorem gives a characterization of geodesic simplices of
maximal volume.

Theorem 12.5.1 ([HM81]). Denote by vn = vol(τ∞) the volume of the ideal
regular geodesic n-simplex in Hn (see Section 2.0.1). Let ∆ be any geodesic n-simplex.
Then vol(∆) ≤ vn, and the inequality is strict unless ∆ is ideal and regular.

Since the volume of a geodesic simplex is continuous with respect to the position
of its vertices, we have that

lim
`→∞

vol(τ`) = vol(τ∞) = vn.

12.5.2. Alternating cochains. We now make a short digression to introduce
the concept of alternating cochain, which will be useful in the proof of the main
result of this section. This has already been mentioned in the context of (bounded)
cohomology of groups both in the introduction (Remark 13) and in Chapter 9.

Definition 12.5.2. Let X be a topological space. A cochain ϕ ∈ Ck(X) is
alternating if, given any permutation σ ∈ Sk+1, the equality ϕ(− ◦ σ) = sign(σ) · ϕ
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holds, where σ : ∆k → ∆k is the affine map inducing the permutation σ on the
vertices of the standard simplex ∆k.

It is easy to see that the coboundary map sends alternating cochains to alternating
cochains. We denote by C•alt(X) the subcomplex of alternating cochains. We can
define a chain “projection” alt• : C•(X)→ C•alt(X) by setting

altk(ϕ)(s) =
1

(k + 1)!

∑
σ∈Sk+1

sign(σ) · ϕ(s ◦ σ).

This projection is norm non-increasing, and restricts to the identity on alternating
cochains.

12.5.3. Seminorm of the volume coclass. We are now ready to compute the
proportionality constant between simplicial and Riemannian volume for hyperbolic
manifolds.

Proposition 12.5.3. Let M be a closed hyperbolic manifold. Then

‖M‖
vol(M)

=
1

vn
.

Proof. Thanks to Theorem 12.4.3, it is enough to show that
∥∥[VolHn ]Gc

∥∥
∞ = vn.

(≤) For this inequality, simply notice that∥∥[VolHn ]Gc
∥∥
∞ ≤ ‖VolHn‖∞ ≤ vn,

since by Theorem 12.5.1 every straight simplex has volume at most vn.
(≥) For the other inequality, some more work is required. By definition, we have∥∥[VolHn ]Gc

∥∥
∞ = inf

{
‖VolHn +δϕ‖∞ : ϕ ∈ Cn−1

c (Hn)G
}
,

where δ is the coboundary map. Observe that the volume cochain is alternat-
ing, and that the chain projection alt• preserves continuity and G-invariance
of cochains. Therefore∥∥[VolHn ]Gc

∥∥
∞ ≥ inf

{
‖altn(VolHn +δϕ)‖∞ : ϕ ∈ Cn−1

c (Hn)G
}

= inf
{∥∥VolHn +δ altn−1(ϕ)

∥∥
∞ : ϕ ∈ Cn−1

c (Hn)G
}

= inf
{
‖VolHn +δψ‖∞ : ψ ∈ Cn−1

c,alt(H
n)G
}
.

In other words, we can restrict our attention to the boundaries of continuous
G-invariant alternating (n − 1)-cochains. Let ψ be such a cochain, and
consider a regular finite geodesic n-simplex τ`. Denote by s` : ∆n → Hn its
barycentric parametrization3, and let ∂is` be the ith face of s`. Fix an odd
permutation σ ∈ Sn; since τ` is regular, there exists an isometry g of Hn

3To be more explicit, our s` is exactly the straightening of τ` as defined in Section 2.2.
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inducing the permutation σ on the vertices of ∂is`. Up to composing with
the reflection about the hyperplane containing ∂is`, we can assume that g is
orientation-preserving. Since ∂is` is a barycentric parametrization, it is easy
to see that g ◦ ∂is` = ∂is` ◦ σ (isometries preserve convex combinations).
Exploiting the fact that ψ is both alternating and G-invariant, we get that

ψ(∂is`) = ψ(g ◦ ∂is`) = ψ(∂is` ◦ σ) = −ψ(∂is`),

from which ψ(∂is`) = 0 and therefore ψ(∂s`) = 0. We then conclude that∥∥[VolHn ]Gc
∥∥
∞ ≥ inf

{
‖VolHn +δψ‖∞ : ψ ∈ Cn−1

c,alt(H
n)G
}

≥ inf
{
|(VolHn +δψ) (s`)| : ψ ∈ Cn−1

c,alt(H
n)G
}

= |VolHn(s`)| = vol(τ`).

Taking the limit `→∞, we finally get
∥∥[VolHn ]Gc

∥∥
∞ ≥ vn. �
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